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A bstract

Research in binaural and spatial hearing is of particular interest to the Air

Force. Applications in cockpit communication, target recognition, and aircraft iiav-

igation are being explore([. This thesis examines humai, auditory localization cues

and develops a mathematical model for the transfer futctioii of a sound signal trav-

eling frorn an isotropt, point source through a rectangular roomt to hot h ears of a

listener. Using this model as a guide. non-head coupled binaural sound signals are

generated in a binaural room simulation. Reflection and attenuation cues included in

the computer generated signals are varied in order to determine which cues enhance

the listener's degree of extracranialization. Result~s of this research indicate that the

addition of three or more attenuated reflections into a non-head cotlpled binaural

signal provide the listener with a binaural sound that is localized extracranially.
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Binaural 01oom Simulation

I. Introduction

1.1 Background

Human auditory localization is the ability of a huiiiari listener to acoustically

identify the azimuth, elevation, and range of a sound source ( 19: t). A human's ability

to locate a sound stems primarily from the fact that humans hear with two ears. In

a process called binaural fusion, the brain extracts information from the sound at

each eardrum to aid in determining the exact location of a sound source ( 1-5:66). In

the ideal reproduction, a listener hears the signal played through headl)hones and

perceives the sound as eminating from a three-dimensiomnal point in space (23:171-

172).

The development of a system that enables humans to accurately localize sound

in three-dimensional space is of particular interest to the Air Force (19) (32). The"

implementation of an auditory localization system into future Air Force cockpits

would provide pilots a new source of spatial information that might, assist them in

performing complicated tasks intuitively. For example. the otherwise tedious task of

keeping track of the location of a wingman could be accomplished simply through

auditory localization of radio transmissions. Crew aircraft would also benefit fro10m

the use of this technology. A pilot, co-pilot, navigator, and bombadier could all

identify who is speaking through spatial sound localization. Ot her applications exist

in the areas of target, recognition, ajnd aircraft navigaltion (20) (38).

The foundation for an accurate audiitory cue synthesizer has been under con-

struction for more than sixty years (23:172). During this time, theorv and imple-

mentation of the theory have evolved continuously. When a sound is generated and



travels to a listener. tihle acoustic signral .at is receiv\ed at Hihe listener's eardrtur is

is significantly differenit from the acoustic signal that left the sonurce. Ilhe>e chlanlges

result from the acoustic signal's Interaction withi the acoustic eInvironmeiit, and 'roi ll

tle design of the hutnian head and ears. (32) (19) (18) (23).

Past research indicates that the design of th lie human hea acts to tranlsfer the

original sound from a given direction and (distanice into two signals thai are inler-

prete(l b)y tile brain (33). If the transfer functions to ea('a ear (cai be l'oumid, theY3 can

then be modeled mathematically and simulated electronically as filters (23:208). If

the transfer functions for all locations were known, it would be p)ossible to artificiallv

place any sound at any location in three-dimensional space.

This thesis mathematically models the overall transfer function for sound trav-

eling from a source to a listener in a rectangular room and iniplements the model

electronically on a SU N Sparc 2 \Workslation using the Entropic Signal Process-

ing System (ESPS) designed by Entropic Research Laboratories and copyrighted in

1992. Models for this type of simulation already exist: however, research in this area

is still necessary since there is still no real-time working system available (11) (4).

This thesis develops a non-real-time binaural room simuiation, and consequently

does not incorporate head motion. Past research indicates that head coupling is

essential to extracranialization of synthesized sound. Th;s thesis attempts to im-

prove upon existing auditory cue synthesizers that do not account for head rool ions

by ensuring that the listener dc -- not experience the common problem of in-head

localization. With the in-head localization problem. a listener perceives the sound

as coming from inside the headphones or from some location along the surface of the

head (intracranial lateralization) as opposed to corning from the distance simulated

by the electronic filter (extracranialization) (23:173). At a recent conference oii Bin-

aural and Spatial Hearing, the in port ance of research in the area of in-head versus

out-of-head localization was emphasized (s).



1.2 Definitions

This section provides definitions of key terms that will be used in this thesis.

Binaural sound is sound that arises from two separate audio signals-one at

each ear. The signal that arrives at the left ear is different from tihe signal at the

right ear. The brain uses the differences between the two signals to determine the

direction and distance of the source. When sound is played through headphones, tlhe

sound is binaural if the signal sent to the left. headphone is different from the signal

sent to the right (32:3). When binaural sounds are presented withoul, incorporating

head motion, the listener normally can lateralize the sound intracranially. Binaural

sounds synthesized in this thesis are non-head coupled.

Binaural room sinmulation is a simulation which incorporates cues from the

acoustic environment into the synthesized signal. In this thesis. these cues are added

to s; - .0 te a sound traveling from a specific location in a rectangular room to each

ear of a listener at another specific location in the same room (23:209).

Telepresence is the degree to which a human perceives that he or she is present,

in a natural environment even though the environment is artificial or virtual.

Virtual audio is synthetically produced audio signals which enable a listener

to acheive auditory telepresence. Virtual audio differs from binaural sound in that

listeners experiencing virtual audio can localize sound extracranially as opposed to

simply lateralizing the sound.

Ert racranializ.d sound is sound that is presented binaurally to a listener and

is perceived as coming from some distance from the listener -i.e. outside the head.

Pinna(c) is(are) the human outer ear(s). The design of each person's pinnae

is unique, and each set, of pinnae transform sounds differently. II fact. the human

head and ears form an antenna system characteristic to the individual (33). This

system is frequency and angle dependent.

3



Head relatd tranisfcr functiont (ItRTF) is the traiisfer tiuuction which accounts

for the filtering effects of the pilliiae. Because tile filtering of sound by the pilinae

is dependent upon direction, there is a different 11 RTL' for each anigle of incidernce.

The angle of incidence is composed of an aziniuili angle aud an elevation angle.

R'RTF's will differ for each persons pinnae. Accurate localizatiou of sound sources

can be made by some subjects using "souieone else's plinnae" (42). In nearly all

cases, however, listeners localize better using their -own ears".

Auditory Localization Cue.s are anything that allows a listener to determine the

location of a sound source. Several cues are addressed in this thesis. These cues are

Interaural Ti me Delay (ITI)), Interaural Intensity Difference (LID), Pinna Effects,

Head Motion, Reflections, Reverberation, Attenruation, Sound Soure Directivity, and

Doppler.

1.3 Problem

Auditory localization cue synthesizers with head coupling produce extra, ranial-

ized sound, but the distance cue is not controllable. Systems which do not account

for head motion fail to produce extracranialized localization of binaural sound.

1.4 Research Objectives

This thesis develops a complete mathematical niodel representing the overall

transfer function for a sound traveling from a source to a listener. This transfer

function accounts for direct path and all reflected paths in a rectangular room. The

model is implemented electronically in the form of a binaural room simulation to

generate a binaural signal that is extracranialized

1. 5 Scope

This thesis develops a binaural room simulation that, enables a listener to

accurately determine the azimuth, elevation, and range of a sound source presented



over headphones without head coupling. A mathematical model is developed for

an arbitrary sized rectangular room with each of the four walls, the ceiling, and

the floor having a known absorption coefficient. By simulating a room, cues from

the acoustic environment can be included in the binaural signal. This creates a

more realistic auditory experience for the listener and results in extracranialization

of synthesized sound. The coefficient of absorption of the air is represented by a

constant for a given temperature. The sound source is modelled as a point source

emitting isotropic sound and the listener is assumed to have two ears- each with a

characteristic HRTF-separated by a given distance. The case of a stationary source

and listener is examined. This is riot a real-time simulation due to the extensive

amount of processing required to obtain the final binaural sound signals.

Armstrong Aerospace Medical Research Laboratories(AAMRL) provides the

IIRTF and ITD data used in this simulation (19). The headphones used are intra-

aural or insert Etymotic ER-2 headphones: standard Walkman type headphones are

used on a comparative basis. Monophonic sound recordings are made and processed

in time using filters representing the transfer functions for the head and pinna. The

signals are processed in time using the ITD data. Furthermore, the cues result-

ing from the acoustic environment (reflections, and attenuation) are included in

the simulation in varying degrees in order to determine how each cue affects the

extracranialization of the binaural sound signal.

1.6 Approach

The approach to this research problem consists of two major parts, 1)mathe-

matical modeling of the overall transfer function, and 2)electronically generating the

signal described by the mathematical model by means of a binaural room simulation.

1.6.1 Mathematical Approach. The literature will be reviewed; existing

models will be adopted into this thesis' model audi modified appropriately. The



transfer functions for the headphones and the head are obtained from direct inea-

surements. Both of these transfer functions along with the room transfer function

are combined to get a single overall transfer function for sound traveling from a point

source to each of the two ears of a listener.

1.6.2 Computational Approach. Portions of the matheniatical model are

implemented through digital signal processing using a Sun Sparc 2 workstation and

the ESPS software. Filters designed friom the AAMRL HRTF data are used to syn-

thesize sounds from different angles. The transfer function for the headphones is

ignored in the implemnentation of the mathematical model since the transfer func-

tion of the headphones to be used is essentially flat (9). Finally, reflections and

attenuation are included in the binaural room simulation. Different combinations

are examined to determine which factor(s) enhance the extracranialization of the

sound.

1.7 Thesis Outline

The following chapter in this thesis is a literature review of many of the topics

mentioned in Chapter I. Chapter III details the mathematical analysis done in this

thesis. Chapter IV describes the methods used for implementing the mathematical

models on the computer. Chapter V provides the results of this research effort,

and Chapter VI summarizes this thesis and presents recommendations for follow-on

research in sound localization.

6



II. Literature Renview

I2. Introduction

In this chapter, a literature review of three main areas will be accomplished.

The first section will cover the changes that occur in the signal as it reaches the

receiver- these are the free-field cues to human auditory localization. Next, a review

of changes in the characteristics of sound as it propagates from source to receiver

will be accomp)lished. The focus in this section will be on room acoustics and the

changes that occur in a sound signal as it travels through an acoustical environment.

The concluding section will review the aspects of sound as it leaves the source; topics

include sound source directivity and doppler.

2.2 Receiver Cues in Auditory Localization

2.2. 1 Introduction Receiver Cues. The fundamentals of human auditory

localization in the free-field consist of four primary cues. Two cues- interaural time

difference (ITD) and interaural intensity difference (IID)-(Note: lID is also called

interaural pressure level difference (ILD) in some references)-aid the brain in de-

termining the angle of azimuth to a sound source. ITD and IID emerged from the

duplex theory of sound localization; the critical element of this theory is the human's

use of two ears to locate sound sources (39) (28) (29). IID and ITD work together in

providing the brain with localization information. The third cue is the effects of the

pinnae; the pinnae accentuate and suppress various frequencies as a function of the

azimuth and elevation of the sound source. The fourth cue is head motion; this cue

is believed to be a cue used by humans to disambiguate front/back and up/down

confusions (42) (19) (20). The combination of these four cues provides the brain with

the necessary information to accurately localize a sound source (36:21-22) (19) (20).

7



2.2.2 Interaural Time Diffcrfl c . Past research has established that in-

teraural time difference is the primary localization cue in the azimuthal plane at

low frequencies (17:157). ITD is a binaural, temporal cue; in general, research in-

dicates that both the monaural and binaural temporal cues are most salient in the

azimuthal plane (21). Low frequency ITD's are generally larger than higher fre-

quency ITD's, and therefore provide a stronger cue (17:160). The exact frequency at

which ITD is no longer the major contributor to localization is not clear, but studies

have consistently found that this frequency is approximately 1500 11z. In his study,

Kuhn concludes that the trade-off frequency where lID becomes more important to

localization than ITD is 1400 Hz. Furthermore, Kuhn finds that there is steady

improvement in the ITD cue as the frequency is lowered from 1400 Hz to 500 Hz;

but below 500 Hz, there is no improvement in the available IT'D cue (17:162).

In a separate study, Abbagnaro ct al reach similar conclusions. They find

that ITD is a function of the geometrical interaural distance between the two ears,

and that ITD decreases gradually as frequency increases becoming relatively con-

stant at frequencies above 1000 Hz (1:700). In research done at AAMRL, McKinley

and Ericson physically measured the time differences of arrival for sounds of various

frequencies. They found that time difference of arrival ranges from 0 to 750 nii-

croseconds depending upon the angle of arrival in the horizontal and vertical planes

and the frequency of the sound (19:56-63). In experiments which have examined

the effects of ITD, listeners wearing headphones have been presented with a bin-

aural signal that cora.•ined a time delay to one ear. Subjects percieved that the

sound signal originated from the direction corresponding to the ear that received

the signal first (31). These types i experiments clearly established ITD as a major

cue in sound localization; the following list provides a summary of the important,

information concerning ITD.

9 Interaural Time Difference is a function of the dista,;ce between the two ears,

the angle of incidence of t'- inconinig sound. and the frequency of the sound.

8



"* ITD is frequency independent below approximately 500 Hz and above approx-

imately :3000 Hz; furthermore, between these frequencies ITI) decreases as

frequency increases. For azimuth angles of incidence less than 60 degrees left

or right of directly in front of the listener (0 degrees), the minimum ITI) occurs

between 1400 and 1600 Hz. (17:165-166).

"* The most significant changes in ITD occur at angles of incidence between 0

and 30 degrees (1:700).

2.2.3 Interaural Intcnsity Diffrircncf. A second concept, which also devel-

oped from the duplex theory, is Interaural Intensity Difference (liD). Like IT), lID

results directly from the fact that humans have two ears and is therefore a binau-

ral, spectral cue. Past research indicates that due to head shadowing, the intensity

of the sound at one eardrum is different from the intensity at the other (39:83).

Furthermore, LID becomes the primary cue in azimuthal localization as frequency

increases (17:162). In a recent experiment testing sound-pressure levels in the hu-

man ear canal, Middlebrooks developed contour diagrams which indicated areas of

high and low amplitudes. In this experiment, Middlebrooks is primarily interested

in the variation in amplitude of single frequency components as a function of sound

source location-he calls this the directionality of the sound (22:93). Results of this

experiment show that the patterns of directionality are different at different frequen-

cies (22:97). Furthermore, results suggest that the size and shape of a listener's

torso (affects primarily low frequencies), head, and ears affect the amplitude of the

signal at different frequencies (22:101). At a recent conference on binaural and spa-

tial hearing, Middlebrooks emphasizedl the importance of spectral cues in localizing

elevation angles as well as in aiding the disambiguation of front/back and up/down

reversals (21).

In their research, Abbagnaro cit al find similar results. They find that at the

ear receiving the sound directly the amplitude response sharply increases at high

9



frequencies when the angle of incidence is increased: the maxinmum rise is observed

to be at an angle of incidence of 60 degrees of aziinutih which corresponds to when the

pinna is in approximate confrontation with the sound source (1:699). Furthermore,

they find that as the head continues to turn the response decreases due to shielding

by the pinna. At the shadowed ear, the response decreases until al)proxiinately 120

degrees where it reaches a minimum (1:700). The following list is a suinmary of the

important imformation concerning 1i1).

"* Interaural Intensity Difference is a function of the distance between the two

ears, the angle of incidence of the incoming sound, and the frequency of the

sound. IID can also be affected by size and shape of the torso, head, and ears.

The torso affects primarily the low frequencies.

"* The most significant changes in lId occur at angles of incidence between 0 and

30 degrees, consistent with the fact that hunmans perceive a sound best when

the source is directly in front of the listener (1:700).

"* Improvement in localization capabilities of humans at frequencies above 3000

Hz is a result of improvement in the lID cue. (17:166).

"• Although LID provides elevation cues at low frequencies, at frequencies above

8000 Hz, lID cues substancially increase human capabilities to localize in ele-

vation as well as in azimuth (22: tO1).

2.2.4 The Effects of the Pinnac. Under the assumption that the head is

a stationary sphere with symmetrically located ear canals and no pinnae. a given

ITD or IID will place the sound source on a conical shell representing all possible

locations (:39:85-86). In reality, however, the head is not spherical, it does have

pinnae, and it does move. To model the head without these important features

causes ambiguity in the binaural signals presented to listeners-i.e. front/back and

up/down reversals (39:86). Sound arriving at. each ear follows a unique path, and

part of that path includes the pinna. ]'he pinnae filter mid- and high-frequencies of
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incoming sound as a function of angle of incidence (:36:22). The filtering properties

of the human outer ear significantly change the signal that, is processed by the brain:

these changes, in fact, contain a great deal of information about the location of the

sound source (10:18). As a result, thi pinnae effects when combined with the ITI),

IID, and head motion cues allow accurate localization of sound sources. In addition.

the pinna cues seem to enhance the ext racranialization of the sound (39:8-i).

Since the goal of this thesis is to extracranialize sounds, the importance of

adding the pinnae cues is clear. There are a variety of different effects on sound as

it travels through the pinna to the eardrum. The spectral shaping that, occurs as

sound travels this path can be accounted for by a group of filters which are depen-

dent upon the incidence angle and frequency-the llead Related Transfer Functions

(HRTFs) (39) (19) (32). Measurements of head related transfer functions can be

made by producing an impulse at a specific location in an anechoic chamber and

measuring the output of microphones placed inside a human subject's or manikin's

ears.

In 1989, Wightman and Kistler successfully measured the filtering properties

of the HRTF using digital signal processing (41) (40). In an earlier experiment,

McKinlev and Ericson successfully rieasured the HRTF's for 272 different angles

of azimuth and elevation (19). These HRTF's will be used in this thesis effort.

McKinley and Ericson used an acoustically accurate manikin-Knowels Electronics

Manikin for Acoustic Research (KEMAR)-to make their initial measurements of the

HRTF's. The orientation of the KEMAR manikin for the measurements is shown in

figure 1 and figure 2.

90th percentile pinnae and 50th percentile head and torso were used in the

experiment (19:21). A list of the speaker locations used in these measurements is

found in Appendix B, and examples of the HRITFs used in this research are found

in Appendix E. Using the filters developed by McKinley and Ericson. the filtering

effects of the human outer ear can be accounted for in the binaural room simulation.
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.5 fHad Motion. The import ance of head mot 0i1 in hulnial auditory lo-

calization, specifically in extracranializat lotn of sound, cannot be over.t atd (19) (20).

Without head motion, a person's hea(d and ears can still act as a (lirectional anetenna:

however, sounds located at. 0 degrees azimuth arid various elevations (i.e. on the nme-

dial plane) can be extremely difficult to localize. Front/back and up/dowu confusious

result when head motion is not allowed; this occurs because the spectral and tern-

poral cues are very similar at both ears (12) (3). The implemenltation of this cue

into a binaural room simulation requires a real-time system be used. For this reason,

head motion will not be implemented into the non-real-tlime simulation done for this

thesis.

2.2.6 Conchtsion Rtc1vi,•v Cua s. There are mainy complex cues used by

the human brain to determine the location of a sound source. The four primary cties

in the free-field are inter-ural time difference (ITl)), interaural intensity difference

(liD), effects of the pinnae, and heWad motion. JTD is the most prominent cue

at low frequencies while IID becomes more prominent at high frequencies. The

pinnae filter mid- and high-frequencies of incoming sound to provide the brain with

localization cues, and head motion aids in localization on or near the medial plane.

Together, these four cues act to provide enough information to the brain for listeners

to accurately localize sound sources in three dimensional space.

2.3 Room Acoustics

2.3.1 Introduction Room, Acoustics. In a normal environment, it. is clear

that in addition to the free-field cues there are many cues that occur due to the listen-

ing environment or medium. Since current, technology has yet. to produce a binaural

listening system without head coupling which allows the listener to extracranialize

incoming sounds, it is unclear what characteristics of the sound must. be added to

solve the in-head localization problem. Current research points to several key cues

that arise as a. result of room acoustics; these cues result from the sound's inter-
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action with the medium (a room in this case) prior to reaching the receiver. As

sound propagates in a room, the changes that occur in the signal that is received aid

the listener in localizing sounds. Therefore. room acoustics will be the focus of this

section.

2.3.2 Refiections. An acoustical environment is defined by a set of physical

properties which determine the changes that will occur in a soundi as it excites this

space. The task in a binaural room simulation is to model the environment defined by

these properties (18:260). The environment may range from an anechoic chamber in

which there no reflections to a reverberation room in which there are a large number

of reflections. In an anechoic environment, listeners localize sound sources very

well, but they are unable to judge distance. In a reverberation room, listeners Ire

unable to localize sound sources. In a normal rectangular room, the environment lies

somewhere in between the two extremes. Listeners receive direct source information,

but they also receive a variety of reflected sound signals from different, directions-

each containing different spectral and telnporal cues. The brain 'uppresses many of

the early reflections and hears the array of sounds as one entity; this is explained

by the precedence effect (13) (12). The information that is contained in these early

reflections; however, contains information about the listening environment (3) (6).

The reflections must somehow be represented. 'fihe best way of accounting

for the reflected sounds is to represent each reflection as a reflected sound source.

Assigning a linear filter to each reflected source and delaying the signal appropriately

defines the spectral and temporal differences specific to that 'eflected source. l)ue

to the limitations of the human auditory system (spatial and temporal resolution)

and the precedenuc 2 effect, any sound field can be simulated by a finite number of

reflected sound sources (18:261-264). Clearly, the more reflecting surfaces in the

acoustic environment, the greater the number of reflected sound sources required to

define its reflecting properties. The two common methods used in determining the
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location of the reflected sound sources are the ray-tracing iielhod and the iniage

source method.

2.3.2. I Ray- Tracing Ale/hod for fjtectiow,•. '[he ray tracing ijiodel

for determining the location of reflected sound sources it a room is based on geo-

metrical acoustics. Sound sources emit it conical beam of rays; these rays pass in

straight lines through air (air can be considered a homogeneous, isotropic nediun)

and are reflected geometrically when striking a reflective surface (37) (26) (16) (18).

Each of the rays that is emitted by the source carries energy, and travels at the

speed of sound (37:173). The ray tracing technique consists very simply of emitting

rays from a ýound source, following their paths through a room, and recording the

reflections off each surface (26:787). U'sing this method, obstacles within a room call

be considered. This leads to the development of sophisticated models accounting

for reflecting surfaces (desks, windows) and scattering surfaces (screens, computers)

within the room (26). The model developed in this thesis does not account for these

factors.

2.3.2.2 Image Source MetAhod. The image source method (also called

the mirror image method) for determining reflected sources is also based on geoniet-

rical acoustics (18) (2) (26) (5). The image source method determines the location

of a reflected sound source by considering a point on a reflective surface which rep-

resents the sound field generated by the original sound source striking that surface.

This point can also be considered a field generated by a secondary (virtual) source

determined by mirroring the original source at the plane of the reflecting surface.

Figure 3 provides an example of how a virtual source location is determined using

the image source method (5). The effects of reflective surfaces in a room can then

be represented by a set of image sources symmetrically placed with respect to the

reflecting surfaces (24:367). This method is ideal for the case of simulating a rect-

angular room; however, its use in more complex simulations requires a great, deal
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Figure 3. Calculating a Virtual Source U'sing the Image Source Met hod (Adapted
from Borish)

of computational effort (18:265). Figure 4 shows a two dimensional slice of virtual

sources obtained using the image source method iii a rectangular room (5). In the

case of a complex simulation, the ray tracing method is more efficient: however, given

unlimited computational effort, the results of both the ray tracing and image source

methods would be identical. For the simple rectangular room simulation acconi-

plished in this research, the image source method is used to determine the location

of virtual sound sources.

2.3.3 Reverberation. When a sourd wave is generated in a room and de-

cays exponentially over time, this dying out is called reverberation. The length of

time it takes the sound to decay to one-millionth of its initial mean value (a re-

duction of 60 dB) is called the reverberation time (25:558). The reverberation time

is dependent upon factors such as the total absorbtion of the room, the volume of

the room, and the speed of sound (25:578-579). Reverberation or "the late part"

of a room response does not provide significant, localization cues for a listener (18).

The reflection density in the reverberation component of sound prevents the human

auditory system from identifying individual late reflections; however, the brain does

use the reverberant part of sound. Reverberation cues contain significant informa-
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Figure 4. Two-Dimensional View of Virtual Sources Obtained Using the Inage
Source Method in a Rectangular Room (Adapted from Borish)

Figure 5. An Example of a Diffuse Reflection Resulting from Sound Contacting a
Reflective Surface (Adapted from Blauert)

tion about room size and spatiousness, and these cues help a listener to identify

coloration of sounds (35) (18). Methods do exist for sound field modelling of re-

verberation (18:272). The technique iised most often is direct waveform generation

controlled by stochastic parameters.

2.3.4 Diffuse Reflections. One of the specific effects that is neglected using

geometrical acoustics is the effect of diffuse reflections. When a sound hits a wall,

sound energy is reflected in multiple directions-not just the one direction accounted

for in the image source method (34) (18) (27). Figure 5 provides an example of the

diffusion pattern that occurs when a sound contacts a reflecting surface (18:277). The
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amount of diffusion and the shape of the diffusion pattern are dependent Uplon the

characteristics of the reflecting surface, the angle of the reflection, and the frequency

of the sound. These diffuse reflections may be accounted for in the image source

method by generating a cloud of virtual sources for each image source; the cloud

of sources is determined from the coefficient of absorption and the coefficient of

diffusion of the reflecting surface. Diffuse reflections are not implemented in tlhe

binaural room simulation accomplished in this thesis.

2.3.5 .4ttenuation and Phase Change Due to Reflections. Another factor

that is not directly accounted for in the image source method is the absorption of

sound that occurs at a reflective surface. The assumption that a reflecting surface

is rigid is not accurate when considering many acoustical environments. Wlhen a

sound strikes a reflecting surface, there is a transfer of acoustic energy into heat

energy (35) (24) (30) (25). The amount of absorption that occurs is dependent upon

the characteristics of the reflective surface, the angle of reflection and the frequency

of the sound. The absorption at a surface can be measured; this measured quantity

is called an absorption coefficent. These coefficients represent the average fraction

of power absorbed by a surface when sound is failing on it (30) (25). Absorption

coefficients can be implemented into a binaural room simulation in order to represent

attenuation in the sound signal due to absorption at the reflecting surface.

Another change which occurs in the characteristics of a sound when it is re-

flected is phase change. Phase change is not, considered in the mathematical model

or the binaural room simulation completed in this thesis.

2.3.6 Attenuation Due to the Medium. As sound travels through any

acoustic environment, it passes through some medium. The speed at which the

sound travels through the medium is a function of the medium itself (43:30-35).

Furthermore, the amount of acoustic energy that is absorbed by the medium is de-

pendent upon the characteristics of the medium (humidity and temperature in air,
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for example) and the frequency of the sound (18:282). In this thesis, the approxi-

mation for absorption of the sound due to the medium (air) is found by attenuating

the sound by the inverse of the distance traveled (I /1d) (18).

2.3.7 Conclusion Room Acouslics. As a sound propagates in a room, the

acoustic environment that it travels through shapes the sound that eventually arrives

at the listener. These changes are just as important to a listener's perception of a

sound as the changes that take place at the head. A listener receives information

about the environment from properties such as reverberation, and absorption. Sorne

portion of the room acoustic cues; however, may be very important in helping a lis-

tener localize sounds-in particular distance localization. The objective of this t hesis

is to determine which of these properties, if any, aid in extracranializing binaural

sound signals.

2.4 Sound Source Cues

2.4.1 Directivity of the Sound Source. In this thesis, the sound source

will be considered a point source. In nature, however, most sources are directional.

When a person speaks, for example, sound is generated at different amplitudes in

different directions. A listener standing behind the speaker receives a completely

different sound signal than a listener standing in front of the speaker. Sound source

directivity is a complex cue to model: directivity can best be modelled through the

use of directivity filters (18:279). Amplitude and phase characteristics of a sound

source's directivity can be accounted for by these filters. Directivity filters are de-

signed by measuring the emitted sound spectra in the direction of interest and some

reference direction, and then dividing t lie results. The directivity filter is a function

of frequency and location (18).

2.4.2 Doppler. The change in al)parent frequency of a sound as the source

moves past a listener is termed the Doppler effect (25:699). This effect occurs due to
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the relative motion bet ween the source and the listener. A similar Doppler change inI

frequency results if the listener is in inot ion with respect, to the source. The l)oppler

effect is a kinematic phenomenon and lor this reason motion by tlhe listener can be

represented by an opposing motion of the source (25). The Doppler effect is not

included in the binaural room simulation since only stationary source and listener

are considered.

2.5 Conclusion

Localization of a sound source by the human auditory system is accomplished

through identification of differences in the spectra and times of arrival of' sound

signals at each ear. Spectral shaping of the sound begins from the moment the sound

signal is emitted from the source. Source directivity and relative motion play key

roles in the sound that arrives at the listener. As the sound travels to a listener, the

acoustic environment continues to shape and delay portions of the sound. Reflected

sounds, reverberation, and attenuation of the sound present the listener with a sound

signal in the free-field which is drastically different from the emitted sound. Head

motion and filtering by the pinnae provide additional spectral and temporal (-ies.

Finally the LID and ITD information is interpreted by the brain. Accurate sound

localization in a binaural room simulation requires that the listener receives sufficient

psychoacoustic cues. Many of these cues are complex and change as a function of

frequency, angle, distance, size, and even the type of material involved.
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III. Mathemnatical Analysis

3.1 Introduction

This chapter contains a mathematical analysis of the localization cues available

to a listener in a rectangular room. A transfer function for a sound traveling from a

source to each ear of a listener in a. rectangular room is developed. The sound source

is modeled as an isotropic point source, and the receivers-the left and right ears- are

treated as point receivers. The primary emphasis of the analysis is modelling room

acoustics; however, free-field cues (ITD, 1ID, and pinna effects) are also included in

the model.

3.2 Modelling the Delay Due to Distance Traveled

The analysis begins by chosing a point in three-dimensional space to be the

origin. The origin will be defined as the point where wall 2, wall. 3, and the floor

intersect (See Figure 6.) A monophonic sound signal generated from a point source

located at XA = (XA, YA, ZA) within the room will be denoted by SA(t). The subscript

A denotes that this source is the actual sound source. Suppose this signal then

travels to a point receiver located at Np = (xp, yp, zp) within the room. The signal

measured at Xp is different from the signal that was generated at XA, and will be

denoted by s(t, XA, Xp). Notice that s(t, XA, XA) is just the original signal S.4 (t).

Taking the Fourier transform of the original signal results in the following:

a•F.SA (t) =: Sý4 (W)

where w = 27rf denotes the frequency in radiaans/second and SA(w) is the original

signal produced at XA4 represented in the frequency domain. This signal does not

arrive instantaneously at the receiver. The time delay (7) of the signal measured at

Xp is a function of the distance traveled by the sound (DAp) divided by the speed
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of sound (c). Thus,

.0(t, -A, X) T -)

where r = DAPIC and DAP = dist(Xp. XA) NA.p - 1AI) is the Euclidean dis-

tance between X. and XA4. In the frequency domain, the appropriate time delay is

modelled as a modulation, that is:

iwIOap
.F ,( , A, X p ) = X(, ,- . - ) = Sa(";)exp ( ) (1)

c

In the case of a sound traveling from a source to a listener, there are two

receivers-the left and the right ear. Each ear will be modeled as a point receiver.

The location of the left ear is given by the position vector XLI and the position of

the right ear is given by XR. The location of the ears depends upon the location of

the center of the head and the orientation of the listener's head with respect to the

sound source. In order to determine the location of a listener's ears in free space,

a new coordinate system must be defined which represents the listener's viewing

angle. The new coordinate system's origin lies on the midpoint of the line segment,

connecting the the left and right ears. This point is defined as the listener's location

and is represented by Xc = (.rc,,yc, zc.). The subscript C denotes the center of the

listener's head. The new coordinate system, shown in Figure 7, is related to the

original coordinate system by:

il = al + bl) + cl•

i2 = a2i + b2 j + c-"

( = a3'i + b3j + c3 k

such that {fl, 2, 63 } is an orthonornial set. That is, K ., = 0 for n $ 3, and

a./3 E {1,2,3}, and 11i,11 = I for a E 1{1,2,31. Therefore, there exists a relationship

between the scalars {a,. b,. c-,, o = 1,2. 3}. Furthermore i,3. and k are unit vectors
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in the .',y, and z directions, respectively, and the ,3 axis represents the direction

the nose is pointing. A single matrix then defines the orientation of the listener's

head, with respect. to the room. For example, the following iiatrix represents the

case where the listener is looking directly in the i direction:

1 0 0

o1 0

0 01

Since the listener's ears lie on the 2 axis, the left and right ear positions can

be identified by the following vectors:

XL = Y\, + (d/2)•2

XR = VC - (d/2)ý2

where d is the length of the line segment connecting the two ears.

Given the position of both ears, the distance from any sound source to either

or both ears can be determined. Given the actual source location XA, the distance

to the right ear D.4R is given by:

DAR = di4(A,?,(,A)

= d•st(C - [d/2].•, X.)

= (xc- [d/2]a, - .r4 ) 2 + (y'. - fd/2], 2 - 1.4)2 + (zc - [d/2]c2 - ZA)2

For the example above where the listener is looking directly in the i direction, iý

i, i2 j. and i3 = A. hence a2  0, b2 = 1. and c2  0, so that:

D4  = d1,(XR.-A) =(xc - .r.,I)l + (+ e - [d1/21 - Y.) 2 + (zc - ZA) 2
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The distance to the left ear is determined using V,,.

Given this distance, the signal at thte right ear. accounting for time delay due to

distance traveled, is given by substituting X11 foir X- and DAn for DAPinto Equation

1, that is,

iw.'l),.4!?
.FS(1, XA, -R) = S(:, .A, X-•) = ,A(•-) exp( ) (2)

C

3.3 Dctfrmininhg I& Aingl of Incidtticc

The incidence angle on the receiver (the listener's righi ,'ar) is also a function

of the listener's viewing angle and the position of the center of the listener's head in

free space. Given the coordinate system defined in the previous section, the position

and orientation of the head can be defined. Now the angle at which the sound arrives

at, the listener must be determined.

In dealing with the angle of incidence, the azimuth angle (0) will range from -7r

to 7r (-7r < 0 < 7r) and is measured with respect to the (ýI, .:j) coordinate system.

The nose is 0 = 0. Angles on the listener's right (the -i2 direction) are positive;

this orienlation is shown in Figure 8. Elevation angle (p) ranges from -7r/2 to 7r/2

(-ir/2 < 0 < 7r/2), and is also measured with respect to the (ý, ,2, ý3) coordinate

system, so that € = 7r/2 corresponds to the 6 direction, and 0 = -7r/2 corresponds

to the -e 3 direction. This is identical to the orientation shown in figure 2. A vector

from the right ear to the actual sound source is given by X.4 - X, and then corrected

to the center of the head by adding (d/2). 2 to get:

"XD = XA - XI? + (d/2)•2 = XA - XC
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The subscript D denotes diff-rence. Now the projection of this vctt WOr onto the 12

plane is defined:

- =Pi,,(XD) == (Xv ' )I, + (Xv ")2

This vector mlay point in positive or negative 0 direction depending on the location

of the virtual sound source: this must be considered when determining 0. Therefore,

the following function is defined:

I if XD.j,.i2 .2 < 0

f(XD,,,•) -- 0 if -DX.i,.6, " 2 = 0[ --1 if-D,,.2 ; > 0

Now 0 is calculated:

0 = O(XA, X c.-') = f(X-J, 1 ,2 )Arccos ( D, )
where F = {1-, ý2, 6 3 }, and Arccos is the principle branch of the arc-cosine function.

Similarly, the elevation angle (0) is calculated:

O = (X4C = - Arccos XD

3.4 Head Related Transfer Function

The head related transfer function (HRTF) denoted by H was discussed in

detail in Chapter 2. Recall that the JIRTF is a function of frequency (W). source

position XA = (XA,!Y/,z 4 ), arid the point receiver position Xp = (.rp, yp, zp). It is

also a function of viewing angle defined by E. For any given source location, there is

a separate HRTF for each ear. For the purposes of this analysis, only the right ear

is addressed (analysis for the left ear is identical). Given that tei) point receiver is

the listener's right ear and 0 and 0 art, determined as shown in the previous section,
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a head related transfer function for the right ear at these angles (all be use(d to tilter

the incoming sound from the actual sound source. In fact. the ltRITF is measured

with respect to these angles 0 and p. In particular, if JfR(,:, 0. o) dehnotes the ItRTI

of the right ear for a given frequency ,', azimuth 0, elevalion o, and head viewing

direction $ then:

HR (W,' _V1. X(. , 1) = 1iR~w O(X4. XC.. C). -(P(-V'A,-XU, )

defines the HlRTF in terms of location vectors. This transfer function accounts for

the filtering effects of the pinnae. Multiplying the IIRTF tor tile right ear and the

delayed sound signal in Equation 2:

Hn(1, XA, Xc, $)SA (W) exp(P(i"'DAR) (3)
C

produces a directional monophonic signal for the direct path from the actual source

to the right ear. When presented simultaneously with the signal for the left ear, the

result is a binaural signal filtered to account for the IHRTF data and time delays

(including the ITD if its frequency dependence is ignored). This is the direct path

sound to the listener.

-. 5 Headphone Transfer Function

In general, the headphone transfer function is a function of frequency. For the

Etymotic insert headphones used in this thesis, the transfer function is assumed to

be constant, per the manufacturer's data. As is the case throughout, this analysis, the

phase port ion of the transfer function is ignored. In other words, the output of a given

input sound is attenuated equally in amplitude for all frequencies. If the transfer

function is not constant, it can still be measured. In this thesis, the headphone

transfer function is assumed to be identical for each earpiece and is denoted P(w).

In many cases, however, the headphone transfer function is different for each ear
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(PL(,,)) and PR("') woutId be used if this were the case). the inwverse of the head phoie

transfer functiot( can be multiplied by Equation 13:

1 41lu
5(•,,~11 .1 X -A, XUr•)- t ,, - .,- . )". ( )exp( - A Il

producing a directionial inonophomic sigmal for the rigit ear which accoiits for thle

filtering effects of the head and pinna, and cancels the effects of I lie headl)hotis.

3.6 Room TnansJfr F[uctiotl

The room transfer function is complosed of various effects. Reflections, and

attenuation are the key portions of this transfer function. The room being modelled

in this research is composed of four walls, a floor, and a ceiling. Again. the orientation

of the room is shown in figure 6.

3.6.1 1Modelling Reflections. If a single reflec, ing surface (wall) is assumed

to be present, a virtual source placed symimnietrically outside the wall represents the

imaginary source of the reflected sound off that wall. This is a direct result of the

image source model discussed in Chapter 2. The sound signal at the listener's right

ear is now composed of two parts:

SA(w) exp)( iwDA__? ) + SA (W) ex_____

C c

where DVR is the distance froom the right ear to the virtual source. that is DvRj

di'st( Xv, XR ).

In the case of a room with four walls. a floor. and a ceiling, anl infinite nuimber

of reflections are possible. Each of these reflections is represented by a virtual source

located in one of an infinite tumber or virtual rooms located in thiree dimensional

space. An arbitrary sound source localion is represented by the position vector

and is located in the (1, m, n) virt ualI room (1, m, n, E Z). The original sound
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source location is denoted by -\(fo,.o), and X(I, I.U) is tihe virtual source located in

the virtual room adjacent to the actual room in the positive x direction. Figure 9

depicts how the virtual rooms are arranged arouldl tlhe actual room. Sound generated

from a source located at X((,uo) pro(luces an infinite number of reflections ini a

rectangular room. The sound field generated by the actual sound source can be

modelled as an infinite number of vrl ual sources in free space. Let ,X ' denote the

collection of the original sound source and all virtual sound source locations. That

is, X = AQin 1, i, n C Z Z}. Given this notation, the signal at the listener's right

ear, accounting for all reflections and their corresponding time delays, can now t)e

represented:

- .5.(w) iD(l m n)RS(W,, ,', XR) = SAt') ('Xp(
l.m,n=-oc C

where D(,,nn)1? is the distance from the right ear to the Xli,.n) source, that is

D(j,mj,,n)R = diSt(X(l,m,n), XR). Given that, the azimuth and elevation of each of the

virtual sound sources can be determined from the equations in section 3.3, the mo(lel

can now be extended to account, for the filtering effects of the pinna on each reflection.

S(W, IV, XR) SA(w) [exlp( iD(l ,r')R)] [IR(W, X(I,m,n),X 0 ,£) (5)
~ ~ .L J

where HR(L., X(l,,,,n), Xc, £) is the HRTF corresponding to the angle of the X(i,.,,.

sound source for the right ear, and Xc is considered a function of XR. The same

calculations could be performed on the left ear. Presenting the resulting two signals

simultaneously to the appropriate ears results in a binaural sound accounting for all

reflections appropriately delayed. Attenuation due to distance traveled and due to

absorption at the walls has yet to be considered.

3.6.2 Modclling Attcnuolion. Recall from Chapter 2. that. as a sound

propagates in a. room, the sound is attentated clue to absorption by 1) the medilium

through which it travels (air) and 2) the surfaces from which it is reflected (the walls,
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ceiling, and floor). Tihe attenuation due to absorption b)y the medium of a sound

traveling from XA to XR is a function of the distatice the sound travels (DAR), and

the properties of the medium (eu). The properties of the medium include items such

as composition (oxygen, nitrogen, etc.), humidity, arid temperature. Including this

attenuation as the original signal travels directly to XR results in the following:

SAt(1, XA, XR) = SA(W) ( \ exP[I4(wc)IDARI]

which represents the sound at the right ear prior to filtering by the pinna. In the

simulations completed in this thesis, eO/4ir is assumed to equal 1. Again, this model

could be extended to account for all reflections, and the filtering by the appropriate

HRTF's; however, first the attenuation by the walls will be included.

Absorption coefficients for hundreds of different materials can be found in

the literature (14). The sound absorption coefficient (a) is directly related to the

coefficient of reflection (/3) by the following equation (2):

a 1 ;- 32

Like a, /3 is a function of frequency and angle. In this thesis, 3 is considered to

be the same for all reflective surfaces. Given this relation, attenuation caused by

absorption by the wall can be accounted for by filtering appropriate fequencies by

,3(,l, m,n)(w), where () filters the A'(Imn) source h times (h = jl/ + nml + Ini).

3.7 Overall Transfcr Function

The final step of this analysis is to put the pieces of the previous sections

together. The overall signal to the right ear is described by:

S(W,X, XR) -- SA)(W) (6)
47rP(:)
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3.8 Conclusion

Given the overall transfer function for an isotropic sound signal traveling to a

receiver through a rectangular room, a separate transfer function can be calculated

to each ear as follows:

-L(WA'., XL,t, - (7)
47rP(,,')

x Y• HL(W..'It,,,.,•),XL-F , xi)'cD ,..,
l~m~n=--oc k D ( ,mm ) L

and,

nR(W,A,', R, I) - (8)47rP(w)

x HR(G.,,X(I,,,.,,),Xn,£0 ) (IT,?,,) (,,;) ex i( /cD l '" ]
l~m~n=-'x, O( ,m,n) R

where XL denotes the location of the left ear. A binaural sound can now be presented

to a listener by simultaneously playing each sound to the appropriate ear. This model

is the foundation for the binaural room simulation completed in this thesis.
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IV. Methodology

4.1 Introduction

The mathematical model developed and presented in Chapter :3 represent s the

completion of the first research objective of this thesis. The second research objec-

tive, as stated in Chapter 1, was to implement. portions of the mathematical model

electronically in order to generate a binaural signal that can be ext racranialized. The

process of adding the effects of different portions of the model into a simple binaural

room simulation can be broken down into essentially eight separate parts:

1. Setting the dimensions of the room, placing the sound source and the

listener at specific locations in the room, and determining the angle of

incidence and distance to lhe listener from the sound source and chosen

virtual sources.

2. Determining the angles to be used in the design of the Head Related

Transfer Function (HRTF) filters from the angle of incidence data.

3. Designing the FIR filters (from the AAMRL HRTF data) for both the

left and right ears for all appropriate angles.

4. Recording a. monophonic signal and filtering the recorded sound with each

of the IIRTF filters to yield a collection of monophonic sound files.

5. Processing the monophonic sound files to account for ITD and time delay

to the listener due to the distance the sound travels.

6. Processing of the signals already including time delay information to ac-

count for attenuation of the sound due to distance traveled from source

to listener.

7. Combining of appropriate monophonic sound files to yield a collection

of binaural sound files-each containing different degrees of free-field and

room-related effects.
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8. Varying the lTD cue to match lhe size of tile listener's [lead dialiet r.

This chapter will first review each of the steps that were taken in this binaural

room simulation in order to generate the fiial binaural signals. Final iy, t Ie (4met hod of

determining whether or not a particular sound could be accurately localized and/or

extracranialized will be discussed.

4.2 Determining thc A ugh of Incidence_ and Distanc( to thI Lit n~r

4.2.1 Room DJimncnsions. Using the mathematical model developed in

Chapter 3, a Math('ad template was developed. Using this template, specific room

dimensions, sound source locations, and listener location and orientations were se-

lected and inputed into the file. The template allowed for any rectangular shaped

room. For the simulation performed in this thesis, the room dimensions were se-

lected to be 15 meters in width (x-axis), 20 meters in length (y-axis), and 5 meters

in height (z-axis).

4.2.2 Listener Location and Oricntation. The listener could be placed at

any location in the room and his head could be oriented in any direction. For each

of the seven simulations performed in this thesis the listener was located in the same

positon and orientation-(.55L,, .75L,, .15Lz) aways looking in the i direction at

Wall 1 with ears parallel to the xy plane. Given this information, location of tile

left and right ear were pinpointed. This detailed eatr location was not critical to

the simulation run in this thesis; however, knowledge of the exact location of each

ear may possibly be used in follow-on research which would include ihe use of a

head-tracker and the effects of head motion.

4.2.3 Sound Source Locations. The actual sound source could be l)laced

anywhere inside the room. The sound sources for simulating reflections are placed

outside the roomr-virtual sound sources determined by the image source method.

Given a single sound source location. virtual source locations representing the re-
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flections off each of the four walls, the floor, and the ceiling were generated bY thlie

template. Seven different original source locations were run in this thesis research:

1. (.58L,,.85L_,,.20Lz)

2. (.75L,.,.80LY,.95Lz)

3. (.28L,,.75Ly,.15L.:)

4. (.48L,:,.65!-Ly,.20Lz)

5. (.48L,,.85Ly,.O1Lz)

6. (.75L•,.78Ly,.15Lz)

7. (.58L,.,.65Ly,.20Lz)

Six virtual source locations were determined in each of t he seven cases above; these

virtual sources corresponded to the first, reflection off each of the four walls, the

floor, and the ceiling. The seventh case in this list included ten reflections. In this

case, four additonal virtual sources were calculated; these sources represented the

following four double reflections:

* Reflection off the Floor then Wall I

* Reflection off the Floor then Wall 3

"* Reflection off the Floor then the Ceiling

"* Reflection off the Ceiling then the Floor

Given the actual sound source location and the virtual sound source locations.

the user need not make any more inputs: the comlputations were done by the Mat hi-

Cad program.

4.2.4 MathCad Template Oulpiu. Once room dimensions, listener location

and orientation, and sound source localion had been inl)ul, the program out put.

could be viewed. The template was designed to give the angle of incidence to both
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the left, and the right ear for all sound source's-actual and virtual. This angle was

given in two parts; first the azintutlh angle was reported. Second, the elevation angle

was reported. Finally, program output provided the acoustic path length to left and

right ear from each of the sound sources. A sample of the Matli(',d outpitt can be

found in Appendix A.

4.3 Dft( rininItig the Anglh to ('sf for Fi1It r Dl•,,iq1

As was stated in Chapter 2. the -IlIfF data to be used in this thesis was col-

lected at the Armstrong Aerospace Medical Researchi Laboratory (AA.MIL) located

at Wright-Patterson Air Force Base (WVPAFB). The data collection was accomplished

in an anechoic chamber containing a do(le of 272 speakers. A list of the speaker

locations by angle of azimuth and elevation can be found in Appendix B. Because

of the limited number of speaker locations, a perfect match to the incidence angles

obtained from the MathCad template was not, likely. For this reason, approximat ions

were necessary. The group of tables located in Appendix C shows the approximate

angles of azimuth and elevation given in the MathtCad output, and the angles cor-

responding to the speaker used to design the HRTF filters for each of the seven

simulations. Speaker locations were chosen by determining which speaker provided

the closest approximation to t lie azimuth and elevation angles reported in the Mat h-

Cad output. The speaker locations and corresponding ITI)s are shown in Appendix

B.

Given that these were the speaker locations chosen, the next step in the situ-

ulation was to take the raw data for each of the selected speakers and develop FIR

filters which would represent the HtTF's for the corresponding angles of incidence.

4.4 Designing the Fillers

The filter design for this room situla.tion was accomplished using a Sun Sparc

2 workstation and the ESPS software. The "winsefilt" command was used in the



design of all left and right ear filters. The bandedges aiid resI)onses were( determined

from the AA\MRL raw data and a weighting function uf I was eimiployed for each

band. The manual pages for this ESPS command as well as for all ESPS commands

used in this thesis effort can be found in Appendix (C. The filters designed using

this command were 93 tap FIR filters. Examples for both the left and right ear

can be found in Appendix 1). The filters were gcneraated using fhe data taken from

measurements on a KNEMAR head and bust. The sampling frequency was 40 kHz,

and the weighting function was constant at 1. A left and right ear filter were designed

for each of the chosen speaker locations.

4.5 Rcording and Filtering a Monophonic Signal

This step) of the research was also accomplished using the binaural mixing

console mentioned in the previous section. In this case, the specific commands used

were "s32crecord" and "filter". The manual pages for these commands are found

in Appendix C. The first command. "s32crecord", allows for the recording of a

monophonic signal using an Ariel A/D converter. F'or the simulation carried out in

this thesis, the recorded sound was male speech, and the sampling frequency of the

recording was 40 kHz.

Once a sound data file was created. the monophonic sound file was filtered

with each of the previously designed filters using the "filter" command. For six of

the seven simulations, the result of this step was 1H sound files-seven left and seven

right. The seven files are the result of the direct path, the four wall reflections, and

the reflections off the floor arid ceiling. In the seventh case. four additional virtual

sources representing double reflections were included, so the result was 22 files. Each

of these files contained a monophonic speech signal which had been filtered to account

for the HRTF, but the signals still needed to be ap~propriately delayed.
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4.6 Accounting for ITD and Time D lay Dut to Dislaance Travlhd

4.6.1 ITD. As was stated il (Chapter 2, '11) is a critical cue ill soun(d

localization-particularly at frequencies below :3000 liz. Clearly, this cue had to be

included in the filtered sound files in order to generate localizable binaural sound files.

ITD is a function of angle of incidence and frequency. The frequency dependency of

this cue, although genuine, would be very complex to model and research indicates

that it is not a critical cue in sound localization (12) (19). In this simulation, the

frequency dependence of the ITD cue is ignored, and ITI) is assumed to be constant

for a given angle. The ITD's used in this thesis were measured at, AAMRL using a

KEMAR manikin with a head radius of 8.5 cm. The measurements can be found in

Appendix A. The ITD for each source was found from the data in Appendix B and

then added to the sound corresponding to the ear furthest from the sound source.

The delay was added into the sound files using the ESPS command "delay"(See

Appendix C).

4.6.2 Distance Time Delay. In addition to the delay added for JTD. both

left and right ear signals had to be delayed for the distance traveled by the sound.

The distance traveled was calculated by averaging the left and right ear distances

given in the MathCad output discussed previously. The calculated distance was

divided by the speed of sound (3441n/s; for room temperature with dry air) to

obtain the time delay resulting from the distance traveled. This delay was added

into all of the sound files using the "delay" command.

4.6.3 Adding the Delayed Sounds to Simulate Reflections. The delayed

files now needed to be combined to begin simulating reflections. In this step left and

right ear sound files were dealt with separately. Using the ESPS command "addsd"

the direct path for the left ear was added to the Wall I reflection for the left, ear.

The result was a sound file that contained information for the direct path and( one

reflection. Next, this direct plus one reflection file was added to the Wall 2 reflection
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for the left ear yielding a file containing direct pat It and two reflections for tile left

ear. This was done again for the Wall 3 reflection. the Wall 4 reflection, the Floor

reflection, and the Ceiling reflection. This same procedure was followed for the right

ear as well. The result was again 14 files of interest -seven left and seven right. Each

file contained appropriate time delays, accounted for HRTF data, and contained

varying degrees of reflection information.

4.7 Accounting for Att1euation Due to Di.stanc( Tra cEcd

In Chapter 3, the mathematical model accounting for sound travel through a

room included attenuation in the sound resulting both from the distance it, traveled

through the air and for absorption at walls from which the sound is reflected. If

we assume the walls, ceiling, arnd floor are all made from the same type of material,

the attenuation due to absorption at the walls may be factored out of all but tile

direct path sound. The effect of this attenuation is small when compared to the

attenuation in the sound from all sources, including the direct path, resulting from

the distance traveled through the air. As a sound moves from a source to a listener

it is attenuated proportional to the reciprocal of the distance traveled.

This attenuation can be implemented by using a floating point scaling factor

found in the delay command (scale option). Using the scale option the 14 sound

files mentioned in section 4.6.2 (before the sounds are added to simulate reflections)

were appropriately scaled to yield 14 sound files containing HRTF, time delay, and

attenuation information. These files were added to simulate reflections in the same

procedure described in section 4.6.3.

4.8 Creating a Binaural Signal

Using the ESPS command "mux" (which is simply the command name) two

sound files can be combined in a single sound file containing a left and right ear signal.

When played back through an Ariel D/A converter and stereo amplifier using the
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command "s32cplay" these combnled files are binaural a separate signal is heard at

each ear. Using this procedure, the monop)honic sound liles obtained in section -1.6.3

and section 4.7 were combined to vield 1 I binaural sound files seven containing time

delay information and no attenuation, and seven containing both time delay and

attenuation information. The files all contained various numbers of reflections. and

IIRTF data. These 14 sound files (22 in one case) were now available for each of the

seven simulations. These sound files were use(l to make judgeinents on which factors

(lid and did riot affect the ext racranialization of the binaural signals.

4.9 Increasing the Head Sizer

In an effort to increase the extracrarialization of the sounds, a final step was

added to each simulation. The ITD cue was increased by 25, 50. and 100 percent to

simulate an enlarging of the listener's head. The resulting signals contained identical

information to those described in section 4.8 with the exception of the increased delay

to the ear furthest from the sound source. The increased ITD cue was included in

the direct path and all reflections. The results of this adaptation are also found in

Chapter 5.

4.10 Conclusion

This chapter has laid out the process for accomplishing the binaural room

simulation for generating a signal that can be extracranialized. Using the Sun Sparc

2 workstation and the ESPS software. signals were appropriately filtered, delayed,

attenuated, added, and combined to generate a collection of binaural sound files.
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V. Informal Subjective Inprc.s.si oni7s

5.1 Introduction

This chapter details the results obtained from the binaural rooni simulation

discussed in Chapter 4. These results were obtained froii lhree sources. 1) an inii-

tial investigation through tihe playing of a comparitive group) of' sounds, 2) further

investigation through the playing of a wide variety of sounds in a dotidle blind ex-

periment, and 3) informal tests to delerniiiie the affects of chatting head size. The

factors manipulated in each of these investigations were angle of incidence, numb(r

of reflections, attenuation of the reflections, and [TI) (in the increasing of the virtual

head size).

5.2 Results of the Initial Investigation

When the initial investigation began, the collection of sounds consisted of 42

binaural sound files. The breakdown of the sound files was as follows:

"* From 285 degrees of azimuth and 10 degrees of elevation, there were 7 sounds

containing HRTF and time delay data. These sounds ranged from direct path

to direct path plus all single reflections.

"* Also from 285 degrees of azimuth and 10 degrees of elevation, there were 7

sounds containing HRTF, time delay, and attenuation data. These sounds

ranged from direct path to direct path plus all single reflections.

"* From 240 degrees of azimuth and 10 degrees of elevation, there were 7 sounds

containing HRTF and time delay data. These soinds ranged from direct, path

to direct path plus all single reflections.

"• Also from 240 degrees of azimul It and 10 degrees of elevation, there were 7

sounds containing HRTF, time delay, and attenuation data. These sounds

ranged from direct path to direct path plus all single reflections.
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"* From IS0 degrees of az Iiuuth and 0 degrees of clch vatlio, there were 7 soundIs

containing HRTF and time delay latia. These so iiids ranged from i direct pathli

to direct path plus all single reflectoiois.

"* Also from 180 degrees of azijnt ih and 0 degrees of elevation. t here were 7

sounds containing H RTF, tinie delay, and attelllatioi data. These soinlds

ranged from direct path to direct patlh plus all single reflecttions.

Using these stiiuli, listeners were asked to llake sonie forced choice paired

comparisons. Thes, comparisons were accomplished ii order to gain some qualila-

tive information that would be helpful in a more detailed exl)erilnent. The infor-

mation was collected through verbal responses by the subjects. i)uring this initial

investigation, responses from the listeners indicated that thelre was not, a significant

difference between listening to the sounds through the insert headphones and the

Walkman headphones. Furthermore, listener's p)referr('d the comfort of the Walk-

man type headphones. Therefore, the \Valkman headphones were used for all further

investigations (the transfer function for these headphones was not flat). The sound

files for 285 degrees of azimuth were listened to first. Listeners were rnade aware

that the sounds were all coming from the qame direction. and they were asked to

verbally state differences noted when listening to a series of sounds.

5.2.1 Comparisons f'or Additiou of Reflections w•ithout A.lthnuation. The

first collection of sounds that was played was

"* Direct Path

"* Direct Pat' , Reflection off Wall I

"* Direct Path, Reflections off Wall I and Wall 2

"* Direct Path, Reflections off Wall 1, Wall 2, anl Wail 3

"* Direct Path, Reflections off Wall 1, Wall 2, Wall 3, and \Wall 4

"* Direct Path, Reflections off Walls 1, 2, 3. 4. and the Floor
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D Direct Path, Reflection, off Walls 1, 2. 3, 1, and I he l'loor and ('eiling

All of the listeners were able to localize the lirtct palh sound signal which

included tHRiI" and IT1) data. LIsteners tended to lIateralize II ie sotn in I lie proper

quadrant; however, most listeners (id iiot extracranialize Owhe so01 . The addition of

a single reflection into the sound brought a mnixture of responses froin the listeners.

Lateralization in azimuth and elevation was similar to the (direct )athl case, but

listeners definitely noted a change. Some subjects reported that the sound was just

outside the head, while others reported in-head localization. With the addit ion of a

second reflection, all listeners could tell the sound was coining from their right, but

some could not lateralize the source as well as the (directI path alone. The addition of

a, third reflection resulted in similar comniiients from the listeners. II I)oth cases, more

listeners reported localizing the sound slightly outside of the head. The addit ion of

four or more reflections into the sound file, however, resulted in declining accuracy

in lateralization of the sound. Subjects began to localize on multiple sound sources,

and in most cases the subjects could not localize tHie source at, all. Furt herinore,

including greater than three reflections caused the listeners to hear echoes or, as

some stated, to hear "in stereo". Since the reflections presented to the listeners in

this case were not attenuated, they did not sound natural and the brain attempted

to localize the source of the reflections as well as the original source.

5.2 2 Coniparisons wilth Alltnua td Rcfleclioaus. After listening to the first,

collection of sounds, listeners were asked to listen to seven different, souids. These

sounds were played in the same order described in the previous section: however,

this group of files accounted for the attenuation in the sound due to the distance

travele,' through air.

Comments from the listeners for the direct path case were similar to those made

for the unattenuated direct, path. Lateralization in azimuth and elevation was again

in the proper quadrant, and listeners reported in-head, on-head, and slightly out-
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of-head localization. The addition of one reflection caused very little change in tile

listeners' responses; however, some did report that the sound source seemed farther

away. When a third reflection was added, more listeners experienced extracranial-

ization of the sound, and localization in azimuth and elevation was still good. The

addition of four, five, and six reflections resulted in similar comments. Nearly all lis-

teners reported out of head localization when four or more reflections were included

in the sound signal. Furthermore, none of the listeners reported hearing echoes, and

localization of the sounds was still in the proper quadrant.

5.2.3 Comparisons Beu/;cn Attenuated and ("natlenualhd Reflections. In

the final step of the p)reliminary investigation, the listeners were asked to compare

the quality of different pairs of sounds. The orders of all the coml)arisons were

alternated and listeners received the same pair of sounds multiple times. One of the

first comparisons made was direct path (non-attenuated) to direct path (attenuated).

Interestingly, many listeners reported that. the attenuated direct path signal sounded

farther away than the non-attenuated direct path signal. Listeners also reported

the perception of increased distance as the number of reflections was increased.

Numerous combinations were compared with the most interesting result being that

when three or more attenuated reflections were included in the sound signal, all

listeners perceived this signal being farther away than the non-attenuated direct

path signal.

5.3 Double-Blind Experiment

5.3.1 Purpose and Scope. The emphasis of this thesis was not placed on

performing a detailed human factors analysis of the final product of this research;

however, a simple experiment was accomplished. The purpose of this experiment

was to gain more knowledge about what factors affect extracranialization of sounds

and to avoid bias of the experimenter. The experiment, and interpretation of its

results were used primarily to draw some broad conclusions about the effects of
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certain aspects of thle room simulation on a listener . After the initial investigation,

groups of 11 sounds were dleveloped for four additional lo)cations (See C'hapter 4) and

four double reflections were included in the soun(I files for 285 degrees of azimuthI.

This brought the tiumber of I)inaurai sound files to 106. Twenty-five sounds were

selected trom the 106; the selection of the sounds was j)urposetul. For examp~le, siince

the purpose of this experiment was to determine wvhat cues cause the sound to be

extracranialized by the listener, many of the sounds containing a large number of non-

attenuated reflectionms were not included. ['ronm the initial investigation, these sounds

w~ere determined to be difficult to localize and unrealistic. The sounds selected for'

the test are found in TFable I. These sound files were randlomly assigned a code word

and then randomly ordered so that. the experimenter (lid not know which sound was

being presented to the listener, and therefore could1 not bias the subjects response.

After the experiment, the experimenter matched the code words tothe appropriate

sounds and determined the location of each sound that was p~resented to each subject.

5.3.2 Results. The results of this experiment strongly supportedi the results

of the initial investigation. Fifteen subjects were asked to listen to the collection of

sound files listed in Table 1. Five subjects listened to all 2,5 sounds. The other

ten subjects listened to a portion of the collection due to time constaints. Between

7 and 13 subjects listened t~o each sound. Listener's lateralized the azimuth and

elevation of the sound sources well when only the direct path source wa~s presented.

Son e list eners did experience front!/back reversals, but the same listener's continued

to experience front /back reversal regardless of the number of attenuated reflect ions

.i&lledl into the signal. l)p/dlown confusions were less frequent with localization higher

than intended lbeing the p)rimary problem. The results in extracranmialization of the

soundls were also similar. The (juant itative results of this experiment, are shown in

Table 2. '[he "A" in the table stand~s for accurate, the "'" for inaccurate, and the

"'!"for unable to localize.
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SOUND 0 (Deg.) 0 (Deg.) NUM. REFL. JFATTEN1.AT1ON
1 10 0 6 YES
2 10 0 4 YES
3 20 50 2 NO
4 20 50 6 YES
5 20 50 0 YES
6 20 50 0 NO
7 75 10 4 YES
8 75 10 6 YES
9 75 10 0 YES
10 75 10 2 NO
11 120 -25 6 YES
12 120 -25 2 YES
13 120 -25 0 NO
14 180 0 6 YES
15 180 0 4 YES
16 180 0 0 YES
17 180 0 0 NO
Is 240 10 6 YES
19 240 10 4 YES
20 285 10 10 YES
21 285 10 6 YES
22 285 10 4 NO
23 285 10 2 NO
24 285 10 2 YES
25 285 10 0 NO

Table 1. Location of the Sounds used in the Double-Blind Experiment
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SOUND AZIMUTH ELEVATION DISTANCE

wA ]I I AI[U A I N 'I ON [OIT]
1 4 4 2 S 0 2 3 2 5
2 7 t 1 11 0 1 1 2 6
3 0 2 5 2 0 5 .5 0 2
4 4 4 0 1 7 0 2 1 5
5 1 3 5 2 2 5 6 0 3

6 5 3 3 2 9 0 8 :3 0
7 7 :1 0 8 2 0 0 0 10

8 8 2 0 10 0 0 0 0 10
9 5 2 0 6 1 0 1 0 6
10 5 1 4 8 0 2 5 0 5
11 7 :3 0 5 5 0 1 1 8
12 6 2 0 4 1 0 1 2 5
13 8 2 0 6 2 2 3 4 :3
14 5 2 3 4 3 3 4 0 6
15 4 1 3 4 1 3 3 1 4
16 6 5 2 5 5 3 1 5 6
17 3 1 3 ,1 2 2 7 0 1
18 7 3 0 S 2 0 0 2 8
19 7 3 0 8 2 0 0 0 10
20 11 1 0 12 0 0 0 1 11
21 7 3 0 9 1 0 0 1 9
22 3 1 6 2 2 6 8 1 1
23 6 3 3 9 0 3 6 3 3
24 720 2T 0 2 0 7
25 9 1 0 9! 0 3 6 1

Table 2. Responses for the Double-Blind Experiment
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When only the non-attenuated direct path was presented to the listeners. onlv

about 20 percent rep)orted that they heard the sound outside their head. When tihe

direct path was attenuated, this percentage rose to 60 percent. Approximately half

of the listeners reported hearing echoes, and were unable to localize signals that

included only two non-attenuated reflections. This percentage of listeners uniable

to localize the sound (lue to echoes or "'stereo" rose to nearly 90 I)ercent when four

non-attenuated reflections were included. When the reflections were attenuated;

however, the number of listener's report ing localization outside their heads increased.

With four attenuated reflections, approximately 80 percent of the listeners reported

localization extracranially. With six or more attenuated reflections included in the

signal, 90 percent localized extracranially.

Although the listeners reported hearing the sound outside their head when

attenuated reflections were included in the signal, the perception of the distance to

the source varied from 1 to 20 feet. Some subjects indicated that the voluiie of the

signal provided information about the distance. Furthermore, they stated I hat not

all of the signals appeared to be at the same volume.

5.4 Increasing the Virtual Head Size

The ITD cue was increased by 25. 50, and 100 percent. in each of the previously

generated sound files, and 6 subjects listener to the new sounds. A very interesting

result was obtained. Listeners that localized sounds extracranially with the original

IT1) cues did not receive a. recognizable benefit from the increased lTD cue. Ilowever,

some of the listeners that had trouble extra~cranializing the original sounds were able

to extracranialize the sounds containing increased ITD cues. Not coinci(lently, these

listeners did have slightly larger than average head sizes.
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5.5 Summary of Rcsidts.

The results of this thesis research are encouraging. Analysis of tihe binaural

sound signals generated in the binaural simulation show that a comlputer generat ed

binaural signals presented over headphones without head coupling can be extracra-

nialized. In particular, the addition of attenuateed reflections in a binaural room

simulation is key in increasing the listener's extracranialization of synt hesized sound.

Localization in azimuth and elevation is not noticably improved with the addition

of these same cues. Furthermore, the distance between a listenerls ears appears to

be an important factor in extracranialization; consequently, the ITDs need to be

adjusted to account for substantial differences in head size.
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VI. Concluusions( and RecomnuendatIonsU

6.1 Sunrnnary

During the course of this thesis work, two research objectives were focused

upon, 1) the development of a mathematical model to describe the transfer function

for a sound traveling from a source to a receiver in a rectangular room, and 2) tile

generation of binaural sound signals that can be extracranialized by a listener wearing

headphones without head coupling. In short, this research centered on adding cues

described in the mathematical model to a sound file using a Sun Sparc 2 Workstation

and the ESPS software. The result was a binaural room simulation which yielded

sounds that could be extracranialized by most listeners.

In the first step of the simulation, a monophonic sound file was created. The

sound file contained approximately three seconds of male speech. Once the sound

file was generated, it was then filtered to account for the HRTF for the direct sound

source and various virtual sound sources representing reflections. Next, the existing

sound files were appropriately delayed to account for the ITD) cue and the travel

distance to the listener. When these sound files were presented simultaneously to

the appropriate ears of a listener, the resulting binaural signals ranged from direct

path to direct path and all single reflections (one case included the first four double

reflections). Sounds which accounted for three wall reflections or less could be later-

alized intracranially by most listeners. However, when four or more reflections were

included in the sound, listeners' ability to localize the sound source deteriorated.

In most cases, regardless of the number of reflections added. the listeners failed to

extracranialize the sound.

The next step in this research was to include the effects of attenuation resulting

from the sound traveling through air. Once the attenuation was added into the sound

files, the files were presented simultaneously to listeners. The resulting binaural

sound files again ranged from direct path to direct path and all single reflections;
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however, the addition of attenuation into these files created a drastically different

affect on the listener. Once again, localization was in the proper (Iuadralit. II this

case, however, listeners reported extracranialization of the sound. In fact, when

only the direct sound source was included, listeners perceived the signal containing

attenuation to be farther away than the signal that contained only HRTF and tilne

delay information. Fi:rtherinore, the more attenuated reflections (up to 10) that

were included in the sound file, the greater the wperceived dislance.

6.2 Conclusions

The mathematical model developed in Chapter 3 provides an accurate descrip-

tion of the transfer function for a sound Iraveling from a source to a listener in a

rectangular room. Furthermore, the implementation of pieces of this model into a

binaural room simulation-in particular the addition of virtual sound sources to ac-

count for all single reflections, and the attenuation of all the sound sources due to

the distance traveled through air--proved to be an effective means of providing the

listener with an extracranialized sound. The implementation of these cues into the

sound signal definitely increased the degree of telepresence reported by the listener.

Localization in the azimuthal plane was only slightly improved over signals contain-

ing no attenuation information HRTF data. Many of the listeners were less accurate

in localizing in elevation. A majority of the mistakes came from listeners localizing

the sound higher in elevation than intended. Also, listeners encountered difficulty

in localizing sounds on or near the median plane. This difficulty persisted regard-

less of the number of attenuated reflections included. Overall. the goal of creating

an extracranialized binaural signal was accomplished by incorporating the effects of

attenuation into reflections represented by virtual sound sources.
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6.3 Recoin in ndationts for Futuri Iltcscarch

This thesis successfully demonst rated that a binaural room simulation can be

used to generate binaural signals that listeners can localize extracranially without

head motion. However, the product of this research is far froin a final product. There

are several research projects that could be performed as follow-on research to this

thesis.

One of the biggest problems with the method used in this research was the

enormous amount of processing time and memory space re•quired to generate the

final binaural signal. This extensive processing of sounds clearly did not allow for

any real-time applications. A real-time system that could incorporate head motion

and include the necessary attenuated reflections would be an excellent topic. The

development of a real-time system that included head motion should be effective in

eliminating the problems of localizing on the median plane as well as the front/back

reversals.

Several other follow-on projects to this research exist. One project would be to

test both left and right ear dominant listeners to determine if ear dominance affects

localization of the binaural sounds generated in this thesis. A test for right, and left

ear dominance was implenented at AFIT in the Fall of 1993 (7). A more extensive

study of the effects of head size on localization could also be very informative. The

goal of such a study might be to develop a set of "head sizes" that can be selected by

a listener for the best fit. The use of [IR filters in place of the FIR filters used in this

research for the HRTF's might provide a means of speeding up the pre-processing

time. This could be a step in reaching the goal of a real-time virtual audio system.
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Appendix A. MathCad Output

The Mathcad output on the following pages was used in the simulation per-

formed at approximately 285 degrees of azimuth. Note that the notation is not

identical to that used in the development of the mathematical model, but the con-

cept~s are used are the same.
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The following Mathcad program calculates the distance traveled
from a sound source to a receiver for a direct path and six reflections
in a room. The angle of incidence at the receiver is also calculated.

Width of the room(W) in meters W :15

Length of the room(L) in meters L 20

Height of the room(H) in meters H : 5

Source Position X - .58.W Y .65.L

S : Z -.20.H

Receiver Position =.55-W T .75-L C .15-H

Let eF, eL, and eU be coordinate vectors of unit length
where the following combination indicates that the receiver
is looking straight ahead at wall 1.

a1 :=l b1 A0 C1 A a 2 =0 b 2 1I c2 20

a 3 =0 b3 =0 c 3 =1

a1  a 2  ia 3

eF= 1 eL: b2 eu b3

1 I c2 - c 3

Left Ear Position EarL =R (.085-e 1 )

Right Ear Position Ear R =R - (.085.ei)

Direct Path:

Distance:

Left Ear: DiStLo X) 2( b 2..085) y]2( Z)2

Dist LO 2.1476

Right Ear: DItOb.0)Y)(Z)Rigt Er: Dist R0: • X) 2 +-[ b 2-.085)--Y 2---Z-)

DistR0 = 1.983
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Incidence Angle:(theta is azimuth and phi is elevation)

Left Ear: Azimuth

IS-S - EL PLS eF (Ls( F) eF (Is-. ,eL

f(PLS&j&j) -if(PLSeFeL'eL<0, , 1)

Oj 1, =f(PLS &&) .acosI _ _ ______ 0L O~= 77.8208'deg
tinsde IF

Elevation
L -( 7 LSeU) =6.6849deg

Right Ear: Azimuth

RgtS : S -Ear R PRgtS eeL - (RgtS-e F)-e F' (RgtS-e 0-e L

f(PRgtS eFeL) =if(PRgtS de-eL<0 , 1' 1)

A PRgtS e.FeLi ] 0 R0 76.7762"*deg
6R0 =f(PRgtSeF&)-a(P~td.F 6R0~PRgtS p~ J
Elevation

•bR0 acos •RgtSi-e U ý R0 = 7.2427"-deg

One Reflection off Wall 1:

SI Y
Z

Distance:

Left Ear: :iStLI z( -- (2-W- X)) 2 [(1 b 2..085)- y! 2 + +- Z)2

Dist L = 13.2179

Right Ear: r
Dist R1 =~ -(W- ))'f(Ib2.8)y1 )

DistRI = 13.1921
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Incidence Angle:(theta is azimuth and phi is elevation)

Left F'ir: Azimuth

LSI ýSj EaL PLS1e~e -(LS1.eF).eF, (LSI-eJ).eL

f(PLSi ;eL) ýif(PLSIe e~LCL< 0 "', 1)

a~~~ ~ ~ LLS e (PS1 el)- se-F-- \ 0L1 = 9.0774 -&
SP IeFeL I

Elevation

*LI -nacos(TI-e¶u) *LI = 1.0837 deg

Right Ear: Azimuth

RgtSI ::S 1 EaR PRgtS1e~eL -(RgtS1.eF).eF, (RgtS1.e4.eL

f(PRgtS1 e1~ei) if(PRgtS1 eFeLeL<O,I. 1)

0 R1 = f(PRgtS1~eL).acOs ( PgtSI CFLL.eF 0 R1 = 8.3482'deg
jPRgtS1 &e /

Elevation

*RI =2 acoS(IU *RI 1.0859-deg

One Reflection off Wail 2: 2 ()
Distance:

Left Ear: --

Dist =28.0897

Right Ear:

Dist R2 27.9197
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Incidence Angle:(theta is azimuth and phi is elevation)

Left Ear: Azimuth

LS2 S2 -aL PLS2eL (LS2.eF).eF' (LS2.eo.eL

f(PLS2eie/) if(PLS2PL2ep.eL<0,.e 1)

0 L2 - f(PLS2 eFe)"acost PLS2 eF ' 01,2 = 89.082 'deg
Si;PLS2 eFeL /

Elevation

u acos(L,'eU) L2 = 0.5099*degL2 2 LS21

Right Ear: Azimuth

RgtS2 - S 2 Ear R PRgtS2 eFeL - (RgtS2-e F) .e F '-(RgtS2.e .e L

f(PRgtS2 eFeL) -if(PRgtS2 eFeL.eL< 0 ,1, 1)

(PRgtS2 -eFF
6R2 =f(PRgtS2eFeL).acosý .. . 0 R2 = 89.0765 *deg

Elevation
r RgtS2"-e U/

ýR2 2 c gS - l +R2 =0.513'deg

One Reflection off Wall 3:

S3 (f
Distance:

Left Ear: Dist -3 ( X)2 (-lhb2_.085)Y .2 ( Z)2

Dist L3 = 17.0796

Right Ear: Dt ( ) 0 2

Dist R3 - 17.0597
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Incidence Angle:(theta is azimuth and phi is elevation)

Left Ear: Azimuth

LS3 S 3 EarL PLS3 (LS3.eF).eF (LS3.eL).eL
f(PLS3 eL) if(PLS3&ed.eL<O.., 1)

0PL3 f(PLS3eFF) acos 6, 1 0 L3=172.9873.deg
"ou fPLs3 LS)a

Elevation

L3 n acos( ) u 13 =0.8387 -deg

Right Ear: Azimuth

RgtS3 S 3 Ear S PRgtS3eFeL (RgtS3.eF)-eF' (RgtS3.eeL

f(PRgtS3 eFeL) if(PRgtS3 &&-e L.<0,1, 1)

0 R3 f(PRgtS3 .L)'acos( PRgtS3 ],e F) 0R3 = 173.5541 -deg

Elevation
n RgtS3"eU/

MR3 2 acos(:ýgS) R3 =0.8397 deg

One Reflection off Wall 4:
x

S4  L (L Y)
Z

Distance:

Left Ear:
Dist L4 4( X) 2  (1 b 2 ".085) (2.L Y) 2 ( Z)2

Dist L4 = 11.9261

Right Ear:
DiStR 4  J(ý X)' (TI b2 ..085) (2.L Y) 12 ( Z) 2

Dist R 4 = 12.096
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Incidence Angle:(theta is azimuth and phi is elevation)

Left Ear: Azimuth

LIM S4 -- EarL PLS4 aeL -(LS4.eF).eFI (LS4-e .0eL

f(PLS4 ;eL) if(PLS4e.F.eL<O,1,-1)

0i.4 = f(PLS4 eFe,) t.acos( ---- ) 0IA =87.8371 "deg

Elevation

jL4 - acos(-i$.S4- ) •= 1.2o11deg

Right Ear: Azimuth

RgtS4 =S 4 - EarR PRgtS4 eFeL (RgtS4"e F)'eF + (RgtS4"eJI)eeL

f(PRgtS4 eFeL) = if(PRgtS4 -e L< 0 ,1, 1)

Sf'r*-" , /gtS~eareF\
0 R4 fPRgtS4 eFeaee 0 R4 = -87.8675 deg

Elevation aco_ RgtS4oep
*R4 2 ac° R-S4( ) R4 =1. 184 3"deg

One Reflection off Floor:

SF:: (4
Distance:

Left Ear:r
Dist J( - X) 2 (+ 0( + b 2 .. 085)- Y]2+ Z)2

Dist F =2.759

Right Ear: D : X2-(b85)Y-2- 2

Dist RF -x 05 j

Dist RF= 2.6329
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Incidence Angle:(theta is azimuth and phi is elevation)

Left Ear: Azimuth
[SF --S F-EarL PLSF ee (ISF~eF) e F t(ISF.e .e L

0 LI - f(PISF e~e)'acos (LFde- F O= 77.8208'deg

Elevation

IFA - acos('JIS) *1 y=-39.3667-deg

Right Ear: Azimuth

RgtSF -SF-EarR PRgtSFe~e = (RgtSF~eF)-e F-+(RgtSF.e0.eL

f(PRgtSFeFL _if(PRgtSF e1~e ~L< 0 "' -1)

ORF :f(PRgtSFe~e) acos P -~gtS -e6L~ 0R = 76.7762 -deg

Elevation

2 p , ac(Rgf;y) R -41.6565 *deg

One Reflection off Ceiling:

H t-(H- Z)j

Distance:

Left Ear: v - _

Dist~ Tr8.5213

Right Ear:f ----- -----

Dist RC (4(- X) 2 +(I -b 2 '.085) -Y 2 (2-H -Z)) 2

Dist RC =8.4813



Incidence Angle:(theta is azimuth and phi is elevation)

Left Ear: Azimuth

LSC =SC -ErL PLSCeF (LSC-eF)-eF. (ISC'eJ'eL

f(PISCeFeL) -if(PLSC eFeL.L<0,, 1)( PLSC eFeL.e F 0 LC 77.8208 deg

0LC= f(PLSC eFe.aLS

Elevation

*LC . acos( ) LSCO .LC =75.5038.deg

Right Ear: Azimuth

RgtSC =SC EarR PRgtSCeFeL >(RgtSC.eF).eFpI(RgtSC.ei -eL

f(PRgtSC eFeL) if(PRgtSC eFeL.e L< 0 , 1,1)

tPRgtSC eFeL.e F
6 RC = f(PRgtSC eFe L).acos - Lgts eF 6 RC = 76.7762 deg

Elevation
n RgtSC'e U/

*RC 2- acs(-gt.S-) RC= 76.5886-deg

Two Reflections off Floor and Waill:

W, (W- X)!

SF1- Y

z

Distance:

L e ft E a r : . . . ... . . ... . . . . . . ... . . . . . . .. . ..DiStLF1 f(-( 2 "W X)) 2 r-( i4 b 2 ..085) y2]- (q Z) 2

Dist LFI =13.3309

Right Ear: Distw

Dist R (1 -(2-W X))21 L([0j -b2 '.085) y]2 ~ Z) -

Dist RFI =13.3053
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Incidence Angle:(theta is azimuth and phi is elevation)

Left Ear: Azimuth

[SF1 SF1 -EarL PLSF1 eL- (ISFI'e F) "eF. (LSFI'e[0'eL

f(PLSF1 eFeL) = if(PLSFI eFeL-e L<O. 1, 1)

6 LF, - f(PLSF1~L ) -aol 1efeLe F) 6 LF =9.0774-deg

Elevation
n - c LýSFI'e U/

(LSLFIFiu *LFI- 7.5432-deg

Right Ear: Azimuth

RgtSF1 S FI - Ear R PRgtSF1 eFeL - (RgtSFI .e F).e F ' (RgtSFI e L) "e L

f(PRgtSFI &eL) : if(PRgtSFl e.e.L <O, 1, 1)

(PRgtSFI eFe1e
0 RE _- f(PRgtSF1 e•eL) .acos -gt•_ - 10 RF =8.3482"-deg

Elevation
_ RgtSFI'e U

R EFI 2 acos R * j RFI - -7.5578 'deg

Two Reflections off Floor and Wa1l3:

S F3

Distance:

Left Ear:Lef E r: Di~t F J• X)2 + (i+ b 2".-085)- g 2 ( --Z) 2

Dist LF3= 17.1672

Right Ear: DiX)2 b2 `085) y 2  Z)2

Dist RF3= 17.1474
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Incidence Angle:(theta is azimuth and phi is elevation)

Left Ear: Azimuth

ISF3 S F3 - arL PSF3 ef~eI (IS3.eF) -eFV (LSF3.eLý e L

f(PLSF3 e~L if(1PLSF3 eIe[~e L< 0 1 , 1)

0L3f(FPLSF3 F3eF 0 Y 7.7dg

Elevation

LF3 naco(ISF3.eu)

*LF3t 'F LF3 = 5.8508-deg

Right Ear: Azimuth

RgtSF3 SF3 EaRP~gt'FFeL (RgtSF3.eF).eF, (RgtSF3.ej4.eL

f(PRgtSF3d .L if(PRgtSF3e eL-L<0 ' 1 -1)

(PRgtSF3 e~L- F 13 4d
PRgtSF3 d~L

Elevation

I RgtSF3.e U
R 3 acos -_
2 RgtSF3 ~ RM --~5.8576-deg

Two Reflections off Floor and Ceiling:

Ht(H-t-Z)

Distance:

Left Ear:
DistL~cý(4 ) (1 b .. 05) Y(2- Z)2

Dist =~ 10.4696

Right Ear: ---- -2 -

Dist R = 10.4371
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Incidence Angle:(theta is azimuth and phi is elevation)

Left Ear: Azimuth

LSKC -S C EL SSC. (LSC-F). eF (LSF.e -eL

f(PLSFCOeL) if(PLSFC eFeL.eL< 0 1. 1)

/PSFC eF•eLe F

8 LF f(F1ISFC e~~e') -'" s F~ 0 LpC = 77.8208 'deg

Elevation
n asLSFC'e u/L• - 2 s I IFC- ) LFC = 78.2446.deg

Right Ear: Azimuth

RsgtSFC -: S -er (ROsFC-e F) e F (Rg6SFC.e e)" L

f(PRgtSFC eFeL) -if(PRgtSFC & .e L<Ol )

0RFC ( IPRgtSFC e1eJ~e F\
0 RFC= f(PargC 6).-aco1 s 0 mRC = 76.7762 -deg

Elevation

n RgtSFC'eU\
R : - - acos .-- -....... .YRFC 2 RgtSFC! / *RFC=79.136"deg

Two Reflections off Ceiling and Floor:

x
SCF- Y

H-- (H Z)

Distance:

Left Ear:

Dist LCF =11.942

Right Ear: ---
DiStRCF X)2-(Yb 2 ".085) Y +( i(2.H, Z))'

Dist RCF - 11.9135
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Incidence Angle:(theta is azimuth and phi is elevation)

Left Ear: Azimuth
LSCF -SCF EarL'3P-SeFe6L (LSC-e F) e F. (LSCF-e[> e L

f(PLSCFd~pej) -if(P1SCFe eJLC L<0 .1 1)

6 Lp f(LSF eeL -aoIPISCF C~L~ F 6CF77.8208 'deg
I~cF (PISF ~y~ .ac SC eFeL

Elevation

*LGF 7 acos(S~) A- WF= 79.711 deg

Right Ear: Azimuth

RgtSCF - S CF- Ear RPg6F ~e (RgtSCF-e F) -e F' (Rgte L) *e L

f(PRgtSCF eFeL if(PRgtSCF 6;e*e L<O0 "1 1)

/ (PRgtSCF eFeJjC F6 RCF -:f(PRgtSCF eý.,L) -aco _ __-_ -__.- 0 RCF = 76.7762dg
I[PRgtSCF ~I

Elevation
/RgtSCF-e U)

*RF2 RgtSCF, *RCF = -80.4958 'deg
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Appendix B. Speaker Locations for HRTF Measurements

This appendix contains the data for speaker location Ise'd in measuring the

HRTF's. The following list l)rovides the location and [TD for each of the 272 speakers

on the dome.

Speaker Locations and Interaural Time Delays
(angles in degrees, and time delays in microseconds)

Speaker I Azimuth I Elev. I ITD I Speaker I Azimuth I Elev. I ITD

1 10.57 0 90 51 90 57.25 320
2 31.72 0 260 52 90 44.71 450
3 44.71 0 372 53 90 31.72 573
4 57.98 0 470 54 90 10.57 690
5 69.09 0 570 55 90 -10.57 648
6 82.41 0 658 56 90 -31.72 510
7 97.59 0 730 57 90 -44.71 428
8 111.09 0 770 58 90 -57.25 334
9 123.02 0 480 59 90 -69.09 210

10 135.29 0 388 60 90 -82.41 66
11 148.28 0 280 61 270 -82.41 112
12 169.43 0 100 62 270 -69.09 264
13 190.57 0 85 63 270 -57.25 396
14 211.72 0 274 64 270 -44.71 460
15 224.71 0 390 65 270 -31.72 556
16 236.98 0 480 66 270 -10.57 684
17 249.09 0 784 67 270 10.57 680
18 262.41 0 744 68 270 31.72 564
19 277.59 0 675 69 270 44.71 423
20 290.91 0 586 70 270 57.25 320
21 303.02 0 484 71 270 69.09 180
22 315.25 0 380 72 270 82.41 50



23 328.28 0 265 73 20.3 67.6 80

24 349.43 0 90 74 20.5 52.4 120

25 0 79.43 0 75 16.0 39.8 125

26 0 58.28 0 76 12.9 27.1 114

27 0 45.29 0 77 10.6 14.7 100

28 0 32.77 0 78 55.0 72.0 150

29 0 20.91 0 79 40.9 58.4 282

30 0 7.59 0 80 34.9 44.2 212

31 0 -7.59 0 81 29.3 32.4 271

32 0 -20.91 0 82 24.9 20.1 215

33 0 -32.77 0 83 21.1 7.6 206

34 0 -45.29 0 84 66.3 60.2 344

35 0 -58.28 0 85 51.2 47.4 414

36 0 -79.43 0 86 45.0 35.3 449

37 180 -79.43 0 87 40.1 24.2 354

38 180 -58.28 0 88 35.8 12.3 324

39 180 -45.29 0 89 71.7 47.6 498
40 180 -32.77 0 90 59.5 36.0 532

41 180 -20.91 0 91 53.9 24.4 400

42 180 -7.59 0 92 49.1 12.2 411

43 180 7.59 0 93 74.9 34.8 558
44 180 20.91 0 94 68.2 23.3 648

45 180 32.77 0 95 62.4 11.5 510

46 180 45.29 0 96 81.9 20.9 630

47 180 58.28 0 97 75.1 10.2 620

48 180 79.43 0 98 159.7 67.6 90
49 90 82.41 54 99 159.5 52.4 130

50 90 69.09 186 100 164.0 39.8 130

Speaker I Azimuth I Elev. I ITD I Speaker I Azimuth I Elev. I ITD

101 167.1 27.1 120 156 330.7 32.4 210

102 169.4 14.7 105 157 335.1 20.1 194

103 125.0 72.0 160 158 338.9 7.6 170

104 139.1 58.4 210 159 293.7 60.2 235

105 145.1 44.2 250 160 308.8 47.4 303

106 150.7 32.4 245 161 315.0 35.3 300

107 155.1 20.1 230 162 319.9 24.2 303

108 158.9 7.6 200 163 324.2 12.3 292

109 113.7 60.2 280 164 288.3 47.6 360
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110 128.8 47.4 327 165 300.5 36.0 390
ill 135.0 35.3 350 166 306.1 24.4 404
112 139.9 24.2 340 167 310.9 12.2 407
113 144.2 12.3 310 168 285.1 34.8 470
114 108.3 47.6 400 169 291.8 23.3 510
115 120.5 36.0 430 170 297.6 11.5 518
116 126.1 24.4 440 171 278.1 20.9 615
117 130.9 12.2 430 172 284.9 10.2 628
118 105.1 34.8 520 173 10.6 -14.7 80
119 111.8 23.3 543 174 12.9 -27.1 90
120 117.6 11.5 530 175 16.0 -39.8 80
121 98.1 20.9 630 176 20.5 -52.4 90
122 104.9 10.2 730 177 20.3 -67.6 60
123 200.3 67.6 56 178 21.1 -7.6 172
124 200.5 52.4 110 179 24.9 -20.1 190
125 196.0 39.8 106 180 29.3 -32.4 205
126 192.9 27.1 90 181 34.9 -44.2 180
127 190.6 14.7 80 182 40.9 -58.4 158
128 235.0 72.0 124 183 55.0 -72.0 370
129 220.9 58.4 180 184 35.8 -12.3 280
130 214.9 44.2 220 185 40.1 -24.2 290
131 209.3 32.4 220 186 45.0 -35.3 270
132 204.9 20.1 205 187 51.2 -47.4 250
133 201.1 7.6 180 188 66.6 -60.2 266
134 246.3 60.2 250 189 49.1 -12.2 386
135 231.2 47.4 299 190 53.9 -24.2 394
136 225.0 35.3 320 191 59.5 -36.0 340
137 220.1 24.2 323 192 71.7 -47.6 540
138 215.8 12.2 310 193 62.4 -11.5 490
139 251.7 47.6 370 194 68.2 -23.2 470
140 239.5 36.0 431 195 74.9 -34.8 458
141 233.9 24.4 430 196 75.1 -10.2 590
142 229.1 12.2 420 197 81.9 -20.9 556
143 254.9 34.8 493 198 169.4 -14.7 90
144 248.2 23.3 530 199 167.1 -27.1 92
145 242.4 11.5 523 200 164.0 -39.8 100
146 261.9 20.9 610 201 159.5 -52.4 102
147 255.1 10.2 750 202 159.7 -67.6 60
148 339.7 67.6 50 203 158.9 -7.6 190
149 339.5 52.4 100 204 155.1 -20.1 200
150 344.0 39.8 113 205 150.7 -32.4 200
151 347.1 27.1 90 206 145.1 -44.2 200
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152 349.4 14.7 80 I 207 139.1 -58.4 170

153 305.0 72.0 120 I 208 125.0 -72.0 300

154 319.1 58.4 170 I 209 144.2 -12.3 370
155 325.1 44.2 210 I 210 139.9 -24.2 290

Speaker I Azimuth I Elev. ITD I Speaker I Azimuth I Elev. ITD

211 135.0 -35.3 280 242 251.7 -47.6 379
212 128.8 -47.4 270 243 242.4 -11.5 490

213 113.7 -60.2 298 244 248.2 -23.2 470
214 130.9 -12.2 400 245 254.9 -34.8 470

215 126.1 -24.4 380 246 255.1 -10.2 790

216 120.5 -36.0 360 247 261.9 -20.9 576

217 108.3 -47.6 368 248 349.4 -14.7 90
218 117.6 -11.5 480 249 347.1 -27.1 100

219 111.8 -23.3 462 250 344.0 -39.8 95
220 105.1 -34.8 454 251 339.5 -52.4 100
221 104.9 -10.2 780 252 339.7 -67.6 72

222 98.1 -20.9 550 253 338.9 -7.6 180
223 190.6 -14.7 83 254 335.1 -20.1 196
224 192.9 -27.1 90 255 330.7 -32.4 208

225 196.0 -39.8 90 256 325.1 -44.2 190
226 200.5 -52.4 110 257 319.1 -58.4 170

227 200.3 -67.6 80 258 305.0 -72.0 320

228 201.1 -7.6 180 259 324.2 -12.3 296

229 204.9 -20.1 190 260 319.9 -24.2 306

230 209.3 -32.4 207 261 315.0 -35.3 288
231 214.9 -44.2 212 262 308.8 -47.4 270

232 220.9 -58.4 190 263 293.7 -60.2 418

233 235.0 -72.0 348 264 310.9 -12.2 400
234 215.8 -12.3 300 265 306.1 -24.4 390
235 220.1 -24.2 300 266 300.5 -36.0 360
236 225.0 -35.3 290 267 288.3 -47.6 560
237 231.2 -47.4 286 268 297.6 -11.5 510

238 246.6 -60.2 307 269 291.8 -23.3 510

239 229.1 -12.2 402 270 285.1 -34.8 500
240 233.9 -24.4 390 271 284.9 -10.2 610

241 239.5 -36.0 372 272 278.1 -20.9 590
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Appendix C. Tables Compari'tt the HRTF Anlgq1is to th- Math.Cad

Output

The following seven tables provide a comparison of the anigles of azinilutli and

elevation generated byl" the MathCad telnil)late to the angles of azinuth and elevation

of the nearest speaker location. Within each table. the actual source and all virtual

sources used in the individual simulation are compared. lecall I lhat the oriental iol

used to measure azzimuth was different for Ie A AM RL ]H]TF iueasureinents (speaker

locations) and the MathCad template. Figure 1 shows the orientation used in deler-

mining the azimuth angle for )eaker location, while figure 8 shows the oriental ion

used to measure azimuth in the MathlCad template. The number inI par.utthesis in

the MathCad Azimnuth column is the aziniutih angle given by the orientation use(d in

the HRTF measurements.
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SOURCE SI I" ,\I1_ _ _ _ MATII('AI)
AZI__M__Ill _LI___'_AIOUN AZIMIiI ELEVTIION

DIRECT PAT'HI 10.57 0 -11(11) 0
REF. OFF WALLI 10.57 0 -3(3) 0
REF. OFF \VALL2 277.59 0 81(27(i) 0
REF. OFF \VALL3 169. 13 0 -178(178) 0
REF. OFF WALLI 69.09 0 -72(72) 0
REF. OFF FLOOR 12.9 -27.1 -11(11) -26
REF. OFF CElL. 20.3 67.6 -11(11) 70

Table 3. ('onmiparison of Matlcad Output to Speaker Localion used iII the Simila-
tion for a Source at -10 Degrees Azimuth

SOURCE SPEAKE1`1R MATHCAD
I AZIMUTH I ELEVATION AZIMI YTH ELEVATION

D)IRECT PATH 169.43 0 180(180) 0
REF. OFF WALLI 10.57 0 0()) 0
REF. OFF WALL2 262.41 0 98(262) 0
REF. OFF WALL3 169.43 0 180(180) 0
REF. OFF WALLI 111.09 0 -112(112) 0
REF. OFF FLOOR 180 -20.91 180(180) -20
REF. OFF CELL. 180 58.28 180(180) 64.5

Table 1. Conml)arison of Matlhcad Output to Speaker Location used in the Simula-
tion fo- a Source at 180 Degrees Azinmuth

SO)UR ('E SPEAKElRl MATIICAD
AZIMNUTH _1__L__.__VA _ION AZIMU;TH ELEVATION

DIRECT PATH 20.5 52.4 -18(18) 51
REF. OFF WALLI 0 20.91 -5(5) 20
REF. OFF WALL2 270 101.57 84(276) 7
REF. OFF WALL3 169.A 11.7 -177(177) 11
REF. OFF WALL4 68.2 23.3 -71(71) 23
REF. OFF FLOOR 20.3 -67.6 -18(18) -60
REF. OFF CEIL. 20.5 52.4 -18(18) 55

Table 5. Coomparison of M athcad Output, to Speaker Location used in the Simuida-
tion for a Source at 20( Degrees Aziniunth 50 1)egrees Llevat, ion
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SOI THC( SIP'\IKI; V NI[AT II(CAI)
I AZIMUIT!I IL"TVVAT1ON 0N AZI_ ITI!_ II\' ELEVATION

DIRECT PATHI 212.1 11.5 117(2 13) 6
REF. OFF WALLI :119.4:3 0 8(352) 1
REF. OFF WALL2 262.41 0 92(268) .5
REF. OFF \VALL3 190.57 0 172(188) 1
REF. OFF WALLI 97.59 0 -95(95) 1
REF. OFF FLOOR 239.5 -36 117(2.13) -37
REF. OFF CELL. 235.0 72 117(213) 71

Table 6. Comparison of Mathcad Output to Speaker Location used in the Simula-
tion for a. Source at 120 Degrees Azimuth

SOURCE SPIE'AKERI MNFHCAI)

_j AZIMUTH ELEVXATION AZIMUTH ELEVATION
DIRECT PATH 126.1 -2-4.4 -117(117) -17

REF. OFF WALLI 10.57 0 -8(8) -3
REF. OFF WALL2 277.59 0 92(268) -1
REF. OFF WALL3 169.43 0 -173(173) -2.5
REF. OFF WALL4 104.9 -tO.2 -97(97) -5
REF. OFF FLOOR 120.5 -36.0 -117(117) -19
REF. OFF CEIL. 125.0 72.0 -117(117) 76

Table 7. Comparison of Mathcad Output to Speaker Locatlio used in the Siniula-
tion for a. Source at. -120 Degrees Azimuth

SOURCE SPEAIKIE] MATHCAD
AZIMUTH ELEVATION AZIMU1TH ELEVATION

DIRECT PATH 75.1 10.2 -77(77) 7
REF. OFF WALL1 10.57 0 -9(9) 1
REF. OFF WALL2 277.59 0 89(271) .5
REF. OFF WALL3 169.43 0 -173(173) 1
REF. OFF WALL4 82.41 0 -87(87) 2
REF. OFF FLOOR 7,1.9 -34.8 -77(77) -t0
REF. OFF CEIL. 90 82.41 -77(77) 76

Table 8. Comparison of Mathcad Output, to Speaker Location used in the Sirula-
tioti for a Source at -75 Degrees Azinuth
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SOURCE SPEAKElI MATHCAD
AZIMUTH ]ELEVATION AZIMUTI1 ELEVATION

DIRECT PATH 28.1.9 10.2 77(283) 7
REF. OFF WALLI 349.43 0 9(351) 1
REF. OFF WALL2 277.59 0 89(271) 1
REF. OFF WALL3 190.57 0 173(187) 1
REF. OFF WALL4 82.41 0 -88(88) 1
REF. OFF FLOOR 285.1 -34.8 77(283) -40
REF. OFF CEIL. 293.7 60.2 77(283) 76
FLOOR, WALLI 338.9 -7.6 9(351) -8
FLOOR, WALL3 180 -7.59 173(187) -6

FLOOR, CEILING 270 82.41 77(283) 79
CEILING, FLOOR 270 -82.41 77(283) -80

Table 9. Comparison of Mathcad Output to Speaker Location used in the Siniula-
tion for a Source at 75 Degrees Azimuth
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Appendix D. ESPS Manual Pages anrd C Code

This appendix contains the manual pages for each of the (commands LIsed in

developing the binaural signals produced in this thesis. The (' Code for thle delay

command is also included.

D. I Addsd

Manual Pages for the ESPS Command "addsd":

NAME
addsd - add ESPS sampled data files with optional scaling
multsd - multiply ESPS sampled data files with optional
scaling

SYNOPSIS
addsd [ -x debug-level ] [ -r range ] [ -p range ] [ -g
scale ] [ -z I [ -t I filel file2 file3
multsd [ -x debug-level ] [ -r range I [ -p range I [ -g
scale ] [ -z ] [ -t I filel file2 file3

DESCRIPTION
Addsd (1-ESPS) and multsd (1-ESPS) are the same binary file.
The function the program does (either adding or multiplying)
depends on the name that is used to call it. The options and
syntax are the same for both adding and multiplying. Because
the calling name is used in the program logic, both addsd
(1-ESPS) and multsd (1-ESPS) cannot be linked or copied to
new names. Below only addsd (1-ESPS) is described, but the
description of multsd (1-ESPS) is completely analogous.

Addsd takes sampled data from filel, adds it sample-by-
sample to the sampled data in file2, possibly scaling the
data in file2 first, and outputs the results as an ESPS
FEASD file file3. If there are not enough records in file2,
and if the -t option is not used, addsd reuses file2,
starting with its first record.

Both filel and file2 must be ESPS FEASD files, and they
must have the same sampling frequency (record-freq);
otherwise addsd exits with an error message. The output file
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data type is selected to "cover" the two input data types.
That is, all values of the input types can be stored in the
output type. For example, if one file is type SHORTCPLX and
the other is type FLOAT, the output type is FLOAT_CPLX. If
"-" is supplied in place of filel, then standard input is
used. If "-" is supplied in place of file3, standard output
is used.

OPTIONS
The following options are supported:

-x debug-level
If debug-level is positive, addsd prints debugging
messages and other information on the standard error
output. The messages proliferate as the debug-level
increases. If debug_level is 0, no messages are
printed. The default is 0. Levels up through 2 are
supported currently.

-p range
Selects a subrange of records from filel using the
format start-end or start:end. Either start or end may
be omitted, in which case the omitted parameter
defaults respectively to the start or end of filel. The
first record in filel is considered to be frame 1,
regardless of its position relative to any original
source file. The default range is the entire input
file filel. The selected subrange from filel is then
added to the (possibly scaled) data from the file2,
starting with the first record of file2. If the
subrange does not exist in filel, addsd exits with an

-r range
-r is a synonym for -p.

-g scale
Causes addsd to multiply the data in file2 by scale
before adding it to the data in filel. The format for
scale is either integer or floating point.

-z Supresses warning messages that normally are generated
if the contents of file2 are used more than once.

-t Truncates the processing if there are not enough
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records in file2. In this case, file3 will contain as
many records as there are in file2 or, if the -p option
is used, as many records as in the intersection of
range and the full range of file2.

ESPS PARAMETERS
The ESPS parameter file is not read by addsd.

ESPS COMMON
If Common processing is enabled, the following items are
read from the ESPS Common File provided that filel is not
standard input, and provided that the Common item filename
matches the input file name filel:

start - integer

This is the starting point in filel.

nan - integer

This is the number of points to add from filel.

If start and/or nan are not given in the common file,
or if the common file can't be opened for reading, then
start defaults to the beginning of the file and nan
defaults to the number of points in the file. In all
cases, values of start and nan are ignored if the -p is
used.

If Common processing is enabled, the following items are
written into the ESPS Common file provided that the output
file is not <stdout>:

start - integer

The starting point (1) in the output file file3.

nan - integer

The number of points in the output file file3

prog - string

This is the name of the program (addsd in this case).
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filename - string

The name of the output file file3.

ESPS Common processing may be disabled by setting the
environment variable USEESPSCOMMON to off. The default
ESPS Common file is .espscom in the user's home directory.
This may be overidden by setting the environment variable
ESPSCOM to the desired path. User feedback of Common
processing is determined by the environment variable
ESPSVERBOSE, with 0 causing no feedback and increasing
levels causing increasingly detailed feedback. If
ESPSVERBOSE is not defined, a default value of 3 is
assumed.

ESPS HEADERS
The following items are copied from the header of filel to
the header of file3:

variable.comment
variable.refer
record-freq

If the -g option is used, a generic header item scale is
added to the output file header that contains the -g
-pecified value. Max-value in file3 is not set.

The generic header item start-time is written in the output
file. The value written is computed by taking the start-time
value from the header of the first input file (or zero, if
such a header item doesn't exist) and adding to it the
relative time from the first record in the file to the first
record processed.

SEE ALSO
ESPS (5-ESPS), FEASD (5-ESPS), record (I-ESPS), range
(1-ESPS), copysd (1-ESPS)

WARNINGS
If there are not enough records in file2 - i.e., if addsd
has to start over at the beginning of file2, - a warning
message is printed. This warning is inhibited by the -z
option, and does not apply if -t is used.
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BUGS
None known.

AUTHOR
Ajaipal S. Virdy.
Modified for ESPS 3.0 by David Burton and John Shore.
Modified for FEASD by David Burton.
Modified to support multiplication by David Burton.

D.2 D)lay

The following is the C code written by Capt. John Columbi for the "delay"
command used during this thesis work.

/************************************************************************\
,

\*************************************************************************

#include <stdio.h>

/* ESPS includes */
#include "esps/esps.h"
#include "esps/feasd.h"
#include "esps/fea.h"
#include "esps/unix.h"
#define MYROUND(a) ( a - (int)a >=.5 ? ((int)a+l) ((int)a))

#define SYNTAX USAGE("delay [-x debug_level] [-h help] -d millisec
-s scale -j jog#samples infile outfile" );

char *getcmd lineo;
long debug-level = 0;

extern optind;
extern char *optarg;

main(argc, argv)



short argc;
char **argv;

{
struct SPECTRUM *spectrum, *spec-temp;
FILE *in-fptr = stdin, *out-fptr = stdout;
struct header *ih, *oh;
struct feasd *in-feasd-rec,*temp-rec;
struct feasd *outfeasdrec;

short *in_data, *delaywave;
float record-freq = 40000.;
float **spec-data;
int num-in-pts, num-frames;
int jogsample = 0;

short c, i, numoffiles;
char *in-fname = "stdin", *out-fname = "stdout";
char *ProgName = "delay";
char *Version = "1.3";
char *Date = "Today";
char *cmd-line;
float delay = 0.0;
float gain - 1.0;
/* Check the command line options. */
cmd-line = get.cmd-line(argc, argv); /* store copy of command line */
while ((c = getopt(argc, argv, "x:d:j:s:h:")) != EOF) {
switch (c) {

case 'x':
debug-level atoi(optarg);
break;
case 'd':
delay = atof(optarg);
fprintf(stderr, "delay signal by %f millisecs\.n",delay);
break;

case 's':
gain = atof(optarg);
fprintf(stderr, "scale signal by %f.\n",gain);

break;
case 'j':
jogsample = atoi(optarg);
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fprintf(stderr, "jog signal by 'hi .n",jogsample);
break;
case 'h':
printhelpo;
break;

default:
SYNTAX;

break;

/* Get the filenames *
if ((num..of-.files = argc - optind) > 2 iinum-of-files ==0){

fprintf(stderr, "Improper filename specification.\n");
SYNTAX;

I
1* open the files, reading the headers of the input files. *
if (optind < argc) {
in-f name = eopen(ProgName, argv[optind++1 , "r", FT-FEA, FEA-SD,
&ih, &in~fptr);

I
out-.fname = eopen(ProgName, argv[optindl, "w", NONE, NONE,

(struct header *)NULL, &out..fptr);
if (debug-level){
fprintf(stderr, "input filename =%s ",in.Jname);

fprintf(stderr, "output filename =%s ",outjfname);

I

num-in-pts = ih->common.ndrec;

in-feasd-rec = allo-feasd-recs(ih, SHORT, num~in~pts, (char *) NULL, NO);
temp-.rec = allo-feasd~recs(ih, SHORT, num..in-pts, (char *) NULL, NO);

get-f easd-recs (in..f easd-rec, 0, nuniin-pts, ih, in-fptr);
in-.data = (short *) in-.feasd-.rec->data;
delay-.wave = (short *) temp..rec->data;
delay..waveform(in-.data, delay-.wave, num-.in..pts,delay, gain,jogsample);

/*-- set up the output file. -*

oh = copy-header(ih);



add-sourcejfile(oh, in-.fna-me, ih);

(void) strcpy~oh->common~prog, ProgName);
(void) strcpy(oh->common.vers, Version);
(void) strcpy(oh->common.progdate, Date);

write-.header(oh, out..fptr);

in-.feasd..rec->data = (short *)delay~wave;
put.-f easd-recs (in.f easd-.rec, 0, numjin~pts ,oh, out-fptr);

fclose(in~fptr);
fclose(out-fptr);

if (debug-level)
fprintf(stderr, "Program Completed.\n");

I
/*---------------------------------------------------------*
delay-waveform(waveform, delayed, num..pts,delay,gain,jogsample)

short *waveform, *delayed;
int num-pts,
float delay,gain;

mnt pt,cpptr, samples =0;
double mean=0;

samples =ROUND(delay*40000.0/1000.O);
if(jogsample) samples = jogsample;

if (debug-level)
fprintf(stderr, "Delaying by %d samples\n", samples);

for (cpptr~samples,pt = 0; pt < num-pts-samples; pt++,cpptr++){
delayed [cpptr] = waveform [ptl *gain;

I
for (cpptr=0; cpptr < samples; cpptr++){
delayed [cpptrl = waveform [01 *gain;

printhelp 0
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fprintf(stderr,"\nUSAGE: delay [-x debug-level] [-h help] -d millisec
-s scale -j jog#samples infile outfile\n" );
fprintf(stderr,"\nDelay an ESPS sampled data file\n\n");
fprintf(stderr,"Flags include\n") ;
fprintf(stderr,"\t -d delay : delay by so many millisecs, fills
with first sample \n\t\t (since often background signal is not
all 0's\n");
fprintf(stderr,"\t -s scale : scale the samples by this float
value\n");
fprintf(stderr,"\t -j samples : instead of delay in millisecs, delay
by jogging this number of samples\n");
}

D.3 Filhtr

Manual Pages for the ESPS Command "filter":

NAME
filter - Performs digital filtering on a sampled data file.

SYNOPSIS
filter [ -P param-file ] [ -p range ] [ -r range ] [ -d
datatype ] [ -f filtername ] [ -F filt-file I [ -x
debug-level ] [ -i up/down ] [ -z ] in-file out-file

DESCRIPTION
The program filter takes the input sampled data file,
in-file, and produces an output sampled data file, out-file,
after performing a digital filtering operation on it. The
output sampled data file is of type FEA_SD (5-ESPS). Filter
allows the user to change the data type of the output file
by using the -d option; see below for more details. The
program accepts "-" for either the input file or the output

file to use the standard input and standard output,
respectively.

The program may implement either finite impulse response
(FIR) or infinite impulse response (IIR) filters. A set of



numerator coefficients and (optionally) a set of denominator
coefficients are specified either in the parameter file or
in the FEAFILT file. Currently, only real filters may be
used; if a filter is complex, it's imaginary part is
ignored. The numerator coefficients then become the {a }
and the denominator coefficients become the {b } in thei
following z-domain transfer function:

a + a z-1 + a z-2 + ... + a z-m+l
H(z) - 0 1 2 nm-i

b + b z-i + b z-2 + ... + b z-n+l
0 1 2 n-i

An FIR filter corresponds to the case where, in the equation
above, b = n = 1. An FIR filter may also be specified by
choosing0the order of the denominator to be zero, and
entering no denominator coefficients at all.

The program uses a different initialization procedure for
FIR filters than it uses for IIR filters. For FIR filtering,
the first output will be computed from data samples
occurring before the starting point in the input file (as
defined by the parameter start , for example), if they
exist. Data samples which would occur before the first
sample in the input file are assumed to be zero. For IIR
filtering, all inputs and outputs occurring before the
starting point are assumed to be zero.

OPTIONS
The following options are supported:

-P param-file
uses the parameter file paramf il rather than the
default, which is params.

-r range
Perform the filtering operation on the specified range
of points, range is a character string which is
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interpreted in the format understood by range-switch
(3-ESPSu). r and p are synonyms.

-p range
Perform the filtering operation on the specified range
of points, range is a character string which is
interpreted in the format understood by range-switch
(3-ESPSu). -r is a synonym for -p.

-d data-type
The argument data-type is a character representing the
desired output data type in out-file: b for byte, s for
short, 1 for long, f for float, and d for double. This
data type conversion is often useful when the input
data type is short and the filtering operation produces
sample values greater in magnitude than 215 . The
output type is real or complex in agreement with the
input type; for example if d is specified, the output
type is DOUBLE if the input is real and DOUBLECPLX if
the input is complex.

-f filtername
If the coefficients are being read from the parameter
file, then filtername is the body of the name of the
variable that contains the number of coefficients and
the actual coefficients. This means that the
coefficients will be found in the arrays filtername-num
and filtername-den and the size of those arrays will be
specified by filtername-nsiz and filternamedsiz,
respectively. The default name in this case is filter.

If the coefficients are being read from a FEAFILT file,
then filtername is the number of the filter record to
use. The default name in this case is 1, the first
record in the file.

-F filt-file
Read the coefficients from the FEAFILT file filt-file
rather than from the parameter file. In this case the
header of filt-file is added to the header of the
program output as a source file.
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-x debug-level
A value of zero (the default value) will cause filter
to do its work silently, unless there is an error. A
nonzero value will cause various parameters to be
printed out during program initialization.

-i up/down
Perform interpolation filtering such that the output
sampling rate is equal to (src.sf)*(up/down). Both up
and down are integers less than 10. Effectively, the
program increases the sampling rate to up*(src-sf),
filters this signal with the specified filter, and then
downsamples the resulting signal by a factor of down.

-z By specifying -z, the start-time generic value is
reduced by the value of the delay-samples generic
header value, if it exists. This often helps time align
a filtered signal with the input signal. Note that if
delay-samples is not defined in the input file header,
a value of 0 is assumed.

ESPS PARAMETERS
The values of parameters obtained from the parameter file
are printed if the environment variable ESPSVERBOSE is 3 or
greater. The default value is 3.

The following parameters are read from the parameter file:

start - integer

The first point in the input sampled data file that is
processed. The samples are assumed to be numbered
starting with one so that setting start = 1 will cause
processing to begin with the first sample.

nan - integer

The number of points in the sampled data file to
process.

filtername-nsiz - integer
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The number of numerator coefficients in the transfer
function for the filter filtername.

filtername-dsiz - integer

The number of denominator coefficients in the transfer
function for the filter filtername. A value of zero
means that a denominator coefficient array need not be
entered.

filtername-num - float array

The numerator coefficients. They are specified in
order starting with a

0

filtername-den - float array

The denominator coefficients. They are specified in
order starting with b

0
ESPS COMMON

If the input is standard input, COMMON is not read. The
following items may be read from COMMON:

filename - string

This is the name of the input file. If the command line
specifies only one filename, it is assumed to be the
output filename and COMMON is read to get the input
filename. If the input filename is specified on the
command line, it must match filename in COMMON or the
other items (below) are not read.

start - integer

This is the starting point in the input file.

nan - integer

This is the number of points to process.
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If the output is standard output, COMMON is not written.
Otherwise the following items are written to COMMON.

filename - string

This is the name of the output file.

start - integer

This is the starting point in the output file and is
always equal to one.

nan - integer

This is the number of points in the output file.

ESPS Common processing may be disabled by setting the
environment variable USEESPSCOMMON to "off". The default
ESPS Common file is .espscom in the user's home directory.
This may be overidden by setting the environment variable
ESPSCOM to the desired path. User feedback of Common
processing is determined by the environment variable
ESPSVERBOSE, with 0 causing no feedback and increasing
levels causing increasingly detailed feedback. If
ESPSVERBOSE is not defined, a default value of 3 is
assumed.

ESPS HEADER
The file header of out-file will contain mostly the same
information as is contained in that of in-file, except where
they are altered by the parameters in the parameter file.
The -i option changes the sf header item. The filter
coefficients will be stored in the output header as the
filter zfunc.

A generic header item starttime (type DOUBLE), is added to
the output file header. It contains the starting time in
seconds of the first point in the output file. This start
time is relative to the original sampled data file. This
means that if the input file has a start-time generic in it,
the output file's start-time value is computed relative to
the input file's start-time. Also see the -z option.
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For example, if the input file has a start-time = 1.0
seconds, the input file's sampling frequency = 8000
samples/second, and the starting point in the input file =

2000, the output file's start-time = 1.0 + 2000/8000 = 1.25
seconds.

SEE ALSO
notchfilt(1-ESPS), FEAFILT(5-ESPS), atofilt(1-ESPS),
wmsefilt(l-ESPS), iir.filt(l-ESPS)

None known.
AUTHOR

Brian Sublett; ESPS 3.0 modifications by David Burton.
FEASD modifications by David Burton; multichannel and
complex FEASD modifications by Bill Byrne.

D.4 Mux

Manual Pages for the ESPS Command "mux":

NAME
mux - multiplex sampled-data files into a single
multichannel or complex file

SYNOPSIS
mux [ -{prs} range ] . . . [ -x debug-level ] [ -J ] [ -P
param.file ] inputl.fsd [ input2.fsd . . . output.fsd

DESCRIPTION
The mux (''multiplex'') program combines its input sampled-
data (FEASD) files, or equal-length portions of them, into
a single multichannel output sampled-data file, possibly
also combining real channels in pairs to form complex
channels.

Normally the number of output channels is the total number
of channels in all the input files. Each output record
contains the data from the samples field in one record of
each input file. This is organized as a single vector
containing one sample value from each channel of each input
file. Within the vector, the data from the first input file
comes first, followed by the data from the second, and so
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on, in the order of the file names on the command line. The
channels of any one input file keep the same relative
ordering in the output file that they had in the input file.

When the -J option is used, the number of output channels is
only half the normal number; input channels of a real data
type are combined in pairs into single output channels of
the corresponding complex type.

The input files must be consistent in data type and sampling
frequency; the output file has the same data type (unless -J
is used) and the same sampling frequency as the input files.
Any fields other than samples in the input are ignored.

By default, the first output record contains data from the
first record in each input file, and in general the nth
output record contains data from the nth record in each
input file; but a later starting point in each input file
can be chosen with the -p, -r, or -s option. By default,
records are processed until an input file runs out of data,
but a shorter range of data can be chosen with -p, -r, or
-s.

If ''- is written for an input file, the standard input is

used. At most one input file may be standard input. Names
of disk files, however, may be repeated (duplicating
channels). Since different -p, -r, and -s options may apply
to each instance of a repeated input file name, it is
possible to align and juxtapose different portions of a
single input file. If ''_,, is written for the output, the

standard output is used.
OPTIONS

The following options are supported:

-p range
For this program -p and -r are synonymous. See -r for
the interpretation and the format of the argument.

-r first:last

-r first:+incr
Determines the range of points (records) to be taken
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from an input file. In the first form, a pair of
unsigned integers gives the numbers of the first and
last records of the range. (Counting starts with 1 for
the first record in the file.) If first is omitted, I
is used. If last is omitted, the last record in the
file is used. The second form is equivalent to the
first with last = first + incr.

This option and the -p and -s options may be repeated
up to a maximum total number, for all three kinds, of
the number of input files. The first -p, -r, or -s
option applies to the first input file, the second to
the second, and so on. If there are fewer -p, -r, and
-s options than input files, the last such option
applies to all the remaining input files. In
particular, if there is only one -p, -r, or -s option,
it applies to all the input files.

If two options disagree as to the number of records to
be processed, the smaller number applies. In fact mux
stops processing as soon as it encounters either the
end of a specified range or the actual end of file in
any input file. Certain inconsistencies in these
various stopping criteria will evoke warning messages;
see the Diagnostics section for details.

-s start:end

-s start:+incr
Determines the range in seconds of the data to be taken
from an input file. In the first form, a pair of
floating-point numbers give the beginning time and
ending time of the range. The second form is
equivalent to the first with last = first + incr. Each
sample has a time given by s + (r-l)/f, where s is the
value of the generic header item "start-time", r is the
record number, and f is the sampling frequency, given
by the generic header item "record-freq". This time
may depend on the channel number, since the
"start-time" item may be a vector with a component per
channel; for present purposes the value for the first
channel (number 0) is used. The range selected by the

92



-s option consists of the records for which the time is
less than end but not less than start.
This option and the -p and -r options may be repeated
to supply different ranges for different input files.
See the -r option for details.

-x debug-level
If debug-level is positive, the program prints
debugging messages as it progresses---the higher the
number, the more messages. The default level is 0, for
no debugging output.

-J Join pairs of input channels to form single complex
output channels. The total number of channels in the
input files must be even, and the output file has half
that number of channels. The input channels are taken
in the usual order and grouped in pairs to form the
real and imaginary parts of the output channels. The
pairing is without regard to whether two input channels
come from the same input file or consecutive files.
The last channel of a file, if not paired with the
previous input channel, is paired with the first
channel of the next input file.

The input files must all have the same real data type:
DOUBLE, FLOAT, LONG, SHORT, or BYTE. (See FEA(5-ESPS)
for an explanation of these type codes.) The output
file has the corresponding complex data type:
DOUBLECPLX, FLOATCPLX, LONG-CPLX, SHORTCPLX, or
BYTE.CPLX.

If two channels with with different time alignments are
combined into one complex channel, time-alignment
information may be lost. A warning message is printed
in that case. See the discussion of the "start-time"
generic header item in the section on ESPS Headers.

-P param.file
The name of the parameter file. The default name is
t(params''.

ESPS PARAMETERS
The parameter file is not required to be present, as there
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are default values f or all parameters. If the file exists,
the following parameters may be read if they are not
determined by command-line options.

start - integer array
The starting record number in each input file. The
array elements are matched with input files in order.
If there are more input files, the last array element
applies to the unmatched file. If there are more array
elements, the unmatched ones are ignored. This
parameter is not read if the -p, -r, or -s option is
specified. The default is all l's, meaning the
beginning of each input file.

nan - integer
The number of records to process in each input file. A
value of 0 (the default) means continue processing
until the end of an input file is reached. This
parameter is not read if the -p, -r, or -s option is
specified.

make-complex - string
A value of "YES" or "yes" means join pairs of real
channels to form complex channels as if the -J option
is in force. A value of "NO" or "no" means make a
separate output channel for each input channel as
usual. No other values are allowed. This parameter is
not read if the -J option is specified. The default
value is "NO".

ESPS COMMON
The ESPS Ccmmon file is not read.

If Common processing is enabled, and the output file is not
standard output, the program writes the Common parameters
prog, filename, start, and nan to record the program's name,
the name of the output file, the starting record number of
the output file (always 1), and the number of points in the
output file.

ESPS Common processing may be disabled by setting the
environment variable USEESPSCOMMON to off. The default
ESPS Common file is espscom in the user's home directory.
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This may be overidden by setting the environment variable
ESPSCOM to the desired path. User feedback of Common
processing is determined by the environment variable
ESPSVERBOSE, with 0 causing no feedback and increasing
levels causing increasingly detailed feedback. If
ESPSVERBOSE is not defined, a default value of 3 is
assumed.

ESPS HEADERS
The output header is a new FEA.SD file header, with
appropriate items copied from the input headers.

The generic header item "record.freq", which must have the
same value in all input files, is copied into the output
header.

The generic header item "start-time" records the starting
time for each output channel. It is a single number if all
output channels have the same starting time; otherwise it is
a vector with one element per channel. The starting time
for a channel is its starting time in the input file plus an
offset in case the data taken from the input file do not
start with the first record. The offset is given by (r-l)/f
where r is the starting record number in the input file and
f is the sampling frequency given by the "record-freq"
header item. The -J option can create complex channels
whose real and imaginary parts have inconsistent starting
times. When that happens, a warning message is printed, and
the starting time for the real part is recorded in the
"start-time" header item.

If every input file has a "max-value" header item, then the
output file has a "max-value" header item containing the
same information.

EXAMPLES
Multiplex data from three input files to produce an output
file xxx. Processing begins with the sampled data in the
first record in each input file. The output file has the
same length as the shortest input file.

mux aaa bbb ccc xxx

Start at time 0.5 in each input file and process 0.5 seconds
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of data from each. (Suppose the sampling frequency is 8000
Hz, and the start times in the three input files are 0.0,
0.0, and 0.5. Then the starting record numbers are 4001,
4001, and 1, respectively. The start time in the output
file is 0.5 for all channels.)

mux -sO.5:1.0 aaa bbb ccc xxx

Start at time 0.5 in file aaa and with the first record in
the other two input files. (With the assumptions of the
pi)vious example, the starting record numbers in the three
input files are 4001, 1, and 1, respectively. The start
times in the output file header are 0.5 for data from files
aaa and ccc and 0.0 for data from file bbb.)

mux -sO.5: -pl: aaa bbb ccc xxx

Juxtapose data from an input file with a test signal and
pass the result to another program.

testsd - I mux aaa - - I more-processing -

If aaa has two channels of real data, this will convert it
to a single-channel file zzz of complex data.

mux -J aaa zzz

If aaa and bbb are single-channel files of real data, this
will join them into a single-channel file of complex data.

mux -J aaa bbb zzz

Multiplex a portion of a file with a later portion of the
same file.

mux -pi001:2000 -p2501: aaa aaa xxx
SEE ALSO

demux(l-ESPS), copysps(1-ESPS), addgen(l-ESPS), FEASD(5-
ESPS), FEA(5-ESPS)

DIAGNOSTICS
The program exits with an error message if any of the
following occur.

96



The command line cannot be parsed.
Fewer than two file names are specified (one in, one out).
Fewer input file names are specified than -p, -r, and -s

options.
More than one input file name is '-'

An input file cannot be opened or is not an ESPS sampled-

data file.
The input files do not all have the same sampling

frequency.
The input files do not all have the same data type.
The -J option is specified with input files of a complex

data type.
The -J option is specified, and the total number of input

channels is odd.
A starting record specified with a -p, -r, or -s option

does not exist in all the files that the option applies to.

The program issues a warning message if the end of a range
specified by a -p, -r, or -s option is not reached, and the
option argument (see the Options section) ends with an
explicit last, end, or +incr. (This doesn't apply to option
arguments that default to end-of-file by omitting what
follows the colon.) The end of the range may fail to be
reached either because the end of an input file is reached
first or because another -p, -r, or -s option causes an
earlier stop.

The program issues a warning message if processing for the
-J option joins two channels that are not properly time-
aligned (so that they would require conflicting entries in
the output "start-.time" header item).

BUGS
The -s option is not implemented in this version of the
program.

AUTHOR
Manual page by Rodney Johnson. Program by Alan Parker.

D.5 S311cplay
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Manual Pages for the ESPS Command "s32cplay":

NAME
s32cplay - send sampled data (PCM) to an Ariel dsp32c S-
bus/ProPort D/A converter.

SYNOPSIS
s32cplay [ -r range I [ -s start time ] [ -e end time ] [ -f
sample rate I [ -c channel ] [ -x debug-level I [ -H I L[ -i
] file ] [ more-files ]

DESCRIPTION
S32cplay sends all or a portion of one or more ESPS, SIGnal,
NIST or headerless sampled data files to a S-32C/ProPort
digital-to-analog converter. A subrange of data within the
files may be chosen; this subrange may be specified in
seconds or sample points. Dual-channel (stereo) or single-
channel (monaural) data may be converted. Single-channel
input data may be directed to either or both output
channels.

Playback may be stopped by sending the terminal's interrupt
character (normally control-C) after playback has started.

If "-" is given for a filename, then the input is taken from
standard input and must be an ESPS file or a headerless file
(i.e., SIGnal or NIST/Sphere files cannot be used with
standard input).

OPTIONS
The following options are supported:

-r range
Select a subrange of points to be played, using the
format start-end , start:end or start:+count. Either
the start or the end may be omitted; the beginning or
the end of the file are used if no alternative is
specified.

If multiple files were specified, the same range from
each file is played.



-s start time
Specify the start time in seconds. Play will continue
to the end of file or the end time specified with -e.
-s may not be used with -r.

-e end time
Specify the playback end time in seconds. Play will
start at the beginning of file or the time specified by
-s. -e may not be used with -r.

-f frequency
Specifies the sampling frequency. The closest
frequency to that requested will be selected from those
available and the user will be notified if the selected
value differs from that requested. If -f is not
specified, the sampling frequency in the header is
used, else the default value for headerless files is
16kHz (assuming the standard Ariel crystal).

-c channel
Select the output channel configuration. For files
with headers, the default is to play stereo if the file
is stereo and to provide identical output on both
channels if the file is single-channel. If the file
has a header and is single channel, acceptable
arguments to -c are 0 or 1 to select channel A or B
respectively for output. If the file has no header,
the default is to assume single-channel data and
provide identical output to both channels. For
headerless files, acceptable arguments to -c are 0
(output on channel A), 1 (output on channel B) or 2
(stereo data, stereo output).

-H Force s32cplay to treat the input as a headerless file.
This is probably unwise to use unless the gain on your
loudspeaker or earphones is way down, since a file that
really does have a header, or a file composed of data
types other than shorts (of the correct byte order!)
will cause a terrible sound.

-i input file
Specify a file to be D/A converted. Use of -i before
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the file designation is optional if the filename is the
last command-line component. If no input file is
specified, or if "-" is specified, input is taken from
stdin.

-x debug-level
Setting debug-level nonzero causes several messages to
be printed as internal processing proceeds. The
default is level 0, which causes no debug output.

INTERACTION WITH XWAVES
S32cplay is designed to optionally use the server mode of
xwaves (1-ESPS). This is especially handy when s32cplay is
used as an xwaves external play command (e.g. by setting the
xwaves global play.prog). When the latter is the case, play
commands initiated via xwaves' menu operations may be
interrupted by pressing the left mouse button in the data
view. Xwaves will send a signal 30 (SIGUSRI) to the play
program. S32cplay responds to this by sending back to
xwaves a command "set da-location xx", where xx is the
sample that was being output when play was interrupted.
This setting, in conjunction with xwaves' built-in callback
procedure for handling child-process exits, causes the
xwaves signal display to center itself on the sample where
play was halted.

The SIGUSRI signal to terminate s32cplay may come from any
source. If it comes from sources other than xwaves, the
environment variables WAVES-PORT and WAVES-HOST must be
correctly defined (see espsenv (1-ESPS)), for correct
functioning of the xwaves view positioning. (Of course,
xwaves must actually be displaying the signal in question at
the time and xwaves must have initiated the play.)

S32cplay may also be interrupted with kill -2 (SIGINT) or
kill -3 (SIGQUIT). These signals are caught gracefully and
s32cplay halts immediately, but no message is sent to
xwaves. No message is sent if the play .'neration finishes
without interruption.

ESPS PARAMETERS
The parameter file is not read.
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ESPS COMMON
ESPS Common is not read or written.

DIAGNOSTICS
S32cplay informs the user if the input file does not exist,
if inconsistent options are used, or if an unsupported
sample rate is requested. Also see WARNINGS below.

If the starting point requested is greater than the last
point in the file, then a message is printed. If the ending
point requested is greater than the last point in the file,
it is reset to the last point and processing continues.

WARNINGS
S32cplay supports only the "native" Ariel ProPort sampling
rates. These are tabulated in the Ariel User's Manual.
Note that optional crystals are available from Ariel that
will provide a different selection of frequencies. Should
the crystal(s) be changed, it will be necessary to edit
ESPSBASE/s32cbin/s32cO.srtable to reflect the new
selection. If you play a file that is sampled at an
unsupported rate, s32cplay plays the data at the closest
supported rate and issues a warning.

S32cplay provides stereo D/A conversion at rates up to at
least 48kHz when playing from local disk. Sampling from
network disks is often feasible as well. The maximum rate
over the network is unpredictable in general, but we
routinely achieve 16kHz stereo at Entropic Research
Laboratory. Of course rate limitations due to network sjeed
will be less severe for single-channel playing. Obviously,
processes supplying input to s32cplay on a pipe must be able
to keep up with the average aggregate sampling frequency.

Note that s32cplay requires that the dsp32c program called
"ar-atod" be located in ESPSBASE/s32cbin. If it is located
anywhere else, the environment variable ARIELS32CBINPATH
must be set accordingly.

FILES
ESPSBASE/s32cbin/ar-atod
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the dsp32c program that runs on the Ariel S-32C card.

ESPSBASE/s32cbin/s32cO.srtable
the table of available sampling rates (dependent on crystal

frequencies).

BUGS
If readable header IS present, but -H is specified, the
header is treated like sampled data -- usually resulting in
very unpleasant sounds.

If a s32cplay is in progress when another S32C card
operation is requested on the same machine, unpredictable
results will occur.

There is currently no reliable notification in the event of
loss of realtime.

EXPECTED CHANGES
Implement a locking mechanism to prevent collision of
multiple simultaneous attempts to use the Ariel board.

Implement a robust check for loss of real-time operation.

SEE ALSO
SD (5-ESPS), testsd (1-ESPS), copysd (1-ESPS), s32crecord
(1-ESPS), sfconvert (1-ESPS), s32csgram (1-ESPS),
send-xwaves2 (3-ESPS)

AUTHORS
David Talkin at Entropic Research Laboratory and Michael
McCandless at MIT Laboratory of Computer Science.

D.6 S32crecord

Manual Pages for the ESPS Command "s32crecord":

NAME
s32crecord - mono or stereo record to disk or pipe for Ariel
dsp32c S-bus/ProPort A/D converter.
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SYNOPSIS
s32crecord [ -s duration ] [ -f sample rate ] [ -c channel ]
[ -S ] [ -W xwaves display args. ] [ -P ] [ -p prompt

string ] [ -x debug-level ] [ -H ] [[ -o ] file ]

DESCRIPTION

S32crecord provides mono or stereo sampling at selected
rates up to at least 48kHz when recording to local disk.
Direct recording onto network disks is often feasible as
well. Output files have ESPS FEASD headers, or,
optionally, no headers. Output may optionally be directed
to stdout. S32crecord has special adaptations that permit
tight coupling with xwaves (see INTERACTION WITH XWAVES
below).

When no output file is specified, s32crecord will, by
default, write a FEASD file to standard output. When
stereo recording is selected (see the -c option) channels 0
and 1 alternate in the file, with channel 0 being first.
Note that processes consuming the output of s32crecord on a
pipe must be able to keep up with the average aggregate
sampling frequency. Options are available to control the
sampling rate, recording duration, prompting, header
suppression, and immediate display by xwaves.

OPTIONS

The following options are supported:

-s duration[10]
Specifies the maximum duration of the recording session

in seconds. Recording may be interrupted before this
time expires with SIGINT, SIGQUIT or SIGUSRi (see

below). The default duration is 10 seconds. The upper

limit is set only by disk space.

-f frequency[16000]
Specifies the sampling frequency. The closest
frequency to that requested will be selected from those
available and the user will be notified if the selected
value differs from that requested. If -f is not
specified, the default sampling frequency of 16kHz is
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used (assuming the standard Ariel crystal).

-c channel[l]
By default s32crecord samples and stores single-channel
data from channel B. Alternate-channel recording is
selected by setting channel to 0 for channel A, to 1
for channel B, or to 2 for two-channel (stereo)
recording.

-S Enable the xwaves (1-ESPS) "make" command via
send-xwaves2 (3-ESPS) when the requested recording time
has elapsed or when recording is interrupted. This
permits immediate examination of the recorded passage
using xwaves. See INTERACTION WITH XWAVES below.

-W The argument to this option will be appended to the
send-xwaves "make" command to permit display
customization (e.g. via window location and size
specifications). See INTERACTION WITH XWAVES below.

-P Enable a prompt message when A/D has actually
commenced. The default message is a "bell ring" and
the text "Start recording now .... " This prompt may be

changed with the -p option.

-p prompt string
Prompt string will be used as the alert that recording
is commencing. Specifying -p forces -P.

-H Suppresses header creation. A "bare" sample stream
will result. The default is to produce an ESPS FEASD
file with one or two channels depending on the -c
option.

-x debug-levc-i
Setting debug-level nonzero causes several messages to
be printed as internal processing proceeds. The
default is level 0, which causes no debug output.

-o output
Specifies a file fo.: output. Use of -o before the file
desi-. *ti(n is optional if the filename is the last

101



command-line component. If no output file is specified
or if "-" is specified, output will go to stdout.

INTERACTION WITH XWAVES
S32crecord is designed to optionally use the server mode of
xwaves (1-ESPS) for display of its output file on completion
of the record operation. This is implemented using
send-xwaves2 (3u-ESPS). The following conditions must be
met for this feature to work. (1) Xwaves must be running in
the server mode. (2) The environment variables WAVES-PORT
and WAVES-HOST must be correctly defined (see espsenv (1-
ESPS)). (3) The record operation must be interrupted with a
SIGUSR1 signal (e.g. via "kill -30 pid," where pid is the
process ID of the s32crecord process), or if s32crecord is
not thus interrupted, the -S flag must have been set. (4)
Output must be to a file.
An example mbuttons (1-ESPS) script to implement a primitive
record control panel follows:

"RECORD ChanO" exec s32crecord -cO -P -s60 -S -W"name $$
loc.y 150" \ xx$$& echo $! > foo

"RECORD Chanl" exec s32crecord -cl -P -s60 -S -W"name $$
loc.y 150" \ xx$$& echo $! > foo

"RECORD Stereo" exec s32crecord -P -s60 -S -W"name $$
loc.y 150" \ xx$$& echo $! > foo

"STOP" kill -30 'cat foo'
"ERASE" f='cat foo' ; k='echo $f 1 - p q I dc' ;

kill -2 $f ; rm -f xx$k ; sendxwaves kill name $k

Note how the -W option is used to name the display ensemble
and to fix the vertical location of the waveform at the same
place on consecutive invocations. In general, the -W option
can be used to augment the display generation as described
under the "make" command in the xwaves manual. Note that
the "STOP" function is implemented with a "kill -30"
(SIGUSR1). This causes s32crecord to send the "make"
command to xwaves. If either kill -2 (SIGINT) or kill -3
(SIGQUIT) is sent to s32crecord, it will terminate
gracefully, but will not send any messages to xwaves. The
-S option causes the xwaves display operation to occur even
in the non-interrupted case (i.e. after 60 sec of
recording). The above script is not robust, but may serve
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as a useful starting point for more serious attempts.

ESPS PARAMETERS
The parameter file is not read.

ESPS COMMON
ESPS Common is not read or written.

WARNINGS
Note that s32crecord requires that the dsp32c program called
"ar-atod" be located in ESPSBASE/s32cbin. If it is located
anywhere else, the environment variable ARIELS32CBINPATH
must be set accordingly.

When output is to a file, the ESPS header, if it is present,
will correctly reflect the absolute maximum sample value
encountered during recording and the number of samples
recorded. If output is to a pipe, these values are not
recorded in the header.

If the output of s32crecord goes to the terminal, bad things
will happen to the terminal configuration and you may not be
able to regain control of the terminal. In this case, kill
the window or kill the record process remotely from another
window.

S32crecord supports only the "native" Ariel ProPort sampling
rates. These are tabulated in the Ariel User's Manual.
Note that optional crystals are available from Ariel that
will provide a different selection of frequencies. Should
the crystal(s) be changed, it will be necessary to edit
ESPSBASE/s32cbin/s32cO.srtable to reflect the new
selection. If an unsupported rate is requested, s32crecord
records at the closest supported rate and issues a warning.

The maximum rate over the network is unpredictable in
general, but we routinely achieve 16kHz stereo at Entropic
Research Laboratory. Of course rate limitations due to
network speed will be less severe for single-channel
recording.

FILES
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ESPSBASE/s32cbin/ar-atod
the dsp32c program that runs on the Ariel S-32C card.

ESPSBASE/s32cbin/s32cO.srtable
the table of available sampling rates (dependent on crystal

frequencies).

BUGS
If a s32cplay or another s32crecord operation is started
while one is in progress, unpredictable results will occur.

There is currently no reliable notification in the event of

loss of realtime.

EXPECTED CHANGES
Implement a locking mechanism to prevent collision of
multiple simultaneous attempts to use the Ariel board.

Implement a robust check for loss of real-time operation.

SEE ALSO
SD (5-ESPS), testsd (1-ESPS), copysd (I-ESPS), s32cplay
(1-ESPS), sfconvert (1-ESPS), s32csgram (1-ESPS)

AUTHORS
David Talkin at Entropic Research Laboratory and Michael
McCandless at MIT Laboratory of Computer Science.
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Appendix E. Plots of Sample HRTF Filters'

The following filters are examples of Ihose used iM each simulation completed

in this thesis. The angles are given by tie orientation shown in figure I and figure 2.
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